
Experiments

Experimental setups

✓ First-stage retrieval: BM25 top-100
 ✓ Models: FlanT5-base + MiniLM-MSMARCO

Results on BEIR

✓ Domain adaptation with limited compute.

✓ Negative queries have potential to improve.

Domain-adaptation: Fine-tune new re-ranking models

Given synthetic document centric pairs 

✓ Standard triplet with binary cross-entropy
 ✓ Query-based margin ranking loss


Out-of-domain Passage Re-ranking

The challenges

✓ Task adaptation: Heterogenous tasks lead to different query-document relevancy.

✓ Domain adaptation: Domain-specific knowledge in the corpus.

Pseudo-relevant query generation

✓ Large models with in-context examples (e.g., InPars, PrPG).

✓ Small models fine-tuned on MS MARCO (40M ad-hoc search labels).


How can we squeeze more information from MS MARCO ?

✓ Relevance-aware and diverse query generation.

✓ How to use these “document-centric” data (i.e.,                     )?

Data augmentation: Relevance-aware diverse query generation (ReadQG)	

Generalize the query generation process

✓ Generate query that relevance is      (e.g.,             means relevant query generation, see Fig.1 ).


Soft-prompt tuning serves as relevance-aware signals

✓ Instruction soft prompt:

✓ Relevance soft prompt (function) : 


Learning for diverse query generation

✓ Semi-supervised document-centric pairs: 

✓ In addition to standard MLE, we consider


- Self-contrastive: maximize distances  

- Sequence calibration: diversify MLE
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