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HOP-Rec:
Graph + Latent Factor

✓ Estimate users’ preference of unknown 
items from indirect observations

✓ Order estimations by neighborhood 
proximities

✓ Explore high-order proximity 
between vertices within user-item 
bipartite graph

✓ Rank items by neighborhood 
proximities (transition probability or 
other scoring methods)

✓ Decompose user-item interaction 
matrix to get shared latent factors of 
users and items

✓ Estimate unknown items through 
shared latent factor

✘ Unconnected vertices will not be 
affected remotely (without 
sharing the same vector space).

✘ Focus only on shallow 
observations
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Table 2: Performance comparison
CiteUlike MovieLens-1M MovieLens-20M Amazon-Book

P@10 R@10 MAP@10 P@10 R@10 MAP@10 P@10 R@10 MAP@10 P@10 R@10 MAP@10

MF 4.1% 13.1% 6.7% 17.7% 13.1% 11.7% 14.9% 14.0% 11.3% 0.7% 3.7% 1.4%
BPR 3.8% 14.2% 6.4% 18.1% 13.2% 12.5% 13.3% 14.3% 10.4% 1.0% 5.3% 2.5%
WARP 5.4% 18.3% 9.1% 24.8% 18.5% 18.5% 20.7% 21.4% 17.2% 1.4% 7.6% 3.2%
K-OS 5.6% 19.4% 9.5% 23.0% 17.3% 16.4% 19.6% 20.5% 15.7% 1.5% 7.9% 3.5%
RP 3(� ) 5.9% 21.2% 3.2% 22.8% 17.2% 14.2% 17.3% 19.4% 10.3% - - -
HOP 5.9% 21.3% *10.8% *25.9% *20.5% *19.6% *21.2% *22.3% *17.9% 1.5% 7.9% *3.6%

%Improv. 0.0% 0.5% 13.7% 4.4% 10.8% 5.9% 2.4% 4.2% 4.1% 0.0% 0.0% 2.9%

K-Order Statistic (K-OS) loss [19]. K-OS generalizes WARP
by taking into account the set of positive examples during optimiza-
tion, where K denotes the number of positive samples considered;
note that K-OS degenerates to WARP when K = 1.

For the above three methods, we use the lightfm [9] library,4 to
conduct the experiments.

Popularity-basedRe-ranking (RP3(�)) [1]. Thismethod serves
as a strong baseline method among the various graph-based meth-
ods. The method re-weights the ranking score proposed in [2] by
moderating in�uence from blockbusters (high degree items). Eval-
uation of this method was carried out using the original library
provided by the authors.5

3.3 Evaluation and Settings
For the top-N recommendations, we used the following three com-
mon evaluation metrics [6, 10]: (1) precision@N , (2) recall@N , (3)
MAP@N . For each dataset, we randomly divided the binary inter-
action matrix into two parts: 80% as the training set and 20% as the
testing set; the reported performance was averaged over 20 repe-
titions. Apart from RP

3(�), the pure graph-based method, which
takes the transition probability as its ranking score, the dimension of
latent factors d was �xed at 120; in addition, all factorization-based
methods together with the proposed HOP-Rec used the dot product
of two latent factors as the scoring function. Other than d , all other
hyperparameters for the compared methods were selected based
on MAP using grid search with the testing set at the �rst time of
evaluation. For the proposed HOP-Rec, we searched the best order
K from 1 to 3 and sample times T from 60 to 1,200 million for dif-
ferent dataset sizes (bestT : 90/60/300/800 for CiteUlike/MovieLens-
1M/MovieLens-20M/Amazon-Book); �u for all u 2 U and �i for
all i 2 I were uniformly initialized within the range of ±0.5/d ,
and � = 1 (see Eq. (5)). Recall that K denotes the maximum order
modeled in our method.

3.4 Quantitative Analysis
Table 2 compares the performance of the proposed HOP-Rec with
the other �ve baseline methods, in which ⇤ denotes statistical sig-
ni�cance at p < 0.01 (paired t-test) with respect to all baselines
and %Improv. denotes the percentage improvement of the proposed
method with respect to the best baseline performance. Note that
resource limitations with the original library hindered our RP3(�)
experiments on Amazon-Book. As shown in the table, we observe
4https://github.com/lyst/lightfm
5https://github.com/faberchri/MyMediaGraph

Figure 2: Sensitivity analysis with respect to K

that WARP, K-OS, and RP3(�) serve as strong baseline methods as
there is a clear performance gap between them and MF and BPR,
the other two methods.

Observe from Table 2, the proposed HOP-Rec generally yields
performance superior or comparable to the �ve baseline meth-
ods. Speci�cally, our method signi�cantly outperforms all of the
other state-of-the-art methods in terms of MAP@10 (CiteUlike,
MovieLens-1M, MovieLens-20M, and Amazon-Book), Recall@10
(CiteUlike, MovieLens-1M, and MovieLens-20M), and Precision@10
(both MovieLens datasets).

To further examine the e�ectiveness of the high-order proximity
modeled in HOP-Rec, we evaluated the performance with respect
to the parameter K , the results of which are illustrated in Figure 2.
The results show that the performance of HOP-Rec bene�ted from
incorporating high-order proximity, though for the largest dataset,
Amazon-Book, the performance drops when K = 3.

4 CONCLUSION AND FUTURE WORK
We present HOP-Rec, a uni�ed and e�cient method of factorization
and graph models that captures high-order information within a
simple user-item interactionmatrix. The e�ectiveness of themethod
is attested by experiments on four large-scale real-world datasets,
the results of which suggest that incorporating high-order proxim-
ity with factorization model is promising for general top-N implicit
recommendation problems.
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these factorization and graph models, we build HOP-Rec, a united
framework that (1) captures high-order preference information in
a given user-item interaction matrix, and (2) scales to large-scale
real-world datasets by using random sur�ng on the corresponding
interaction graph. The objective of HOP-Rec is de�ned as

LHOP =
’

1kK
u,(i,i0)

graph modelz         }|         {
C(k)E i⇠Pku

i0⇠PN

factorization modelz                 }|                 {⇥
F

�
�

|
u �i0 ,�

|
u �i

� ⇤
+�� k�k22 , (3)

where Pku (·) denotes the k-order probability distribution for an item
sampled from the walk sequence Su (see De�nition 2), PN denotes a
uniform distribution by which an item is sampled from the set of all
items, and K denotes the maximum order modeled in our method.
The main idea behind the proposed method is the approximation of
high-order probabilistic matrix factorization by conducting random
walk (RW)with a decay factor for con�denceweighting C(k), where
0 < C(k)  1. Note that instead of factorizing the matrix directly by
matrix operations, which is not feasible for large-scale datasets, RW
approximation has been proved e�cient and accurate [3]. By doing
so, we not only smooth the strict boundary between observed and
unobserved items by introducing high-order preference informa-
tion, but also make our method scalable to large-scale real-world
datasets.

Speci�cally, we �rst introduce RW to explore the interaction
graph G with respect to each user u; for a given walk sequence
starting fromu: Su = (u, i1,u1, . . . ,uk�1, ik , . . .), item ik with order
k that user u potentially prefers (i.e., user u’s k-th-neighbor item)
is sampled. In addition, as the degree of users U and items I are
usually power-law distributed in real-world datasets, most of the
sampled paths are with low degree users and items when we apply
uniform sampling. To take this into consideration, we utilize degree
sampling in our RW procedure; that is, for each step in RW sam-
pling, we sample users and items with probabilities / de�(u),de�(i),
respectively. Therefore, for x 2 U and � 2 I (or x 2 I and � 2 U ),
the probability of sampling a k-th order neighbor vertex � for x can
be derived as

p

k
x (�) =

8>>>>><
>>>>>:

ax�de�(�)Õ
�0 ax�0de�(�0) if k = 1 and x 2 U ,

a�xde�(�)Õ
�0 a�0xde�(�0) if k = 1 and x 2 I ,

p

1
x (�)pk�1� (�)p1� (�) if k > 1,

(4)

where de�(x) stands for the degree of x , and � (�) denotes the next
node of x (the previous node of �) in the walk. Note that as G is a
user-item bipartite graph, if x 2 U (x 2 I ), then �,�0 2 I (�,�0 2 U ,
respectively) for k = 1, and the absolute transition probability
from x to � can be approximated by RW with various paths from
x to �, which simpli�es the cumulative process of counting all the
probabilities of intermediate nodes � , � .

Additionally, the con�dence weighting parameter C(k) is in-
troduced to discriminate the strength between di�erent orders of
proximity. Inspired from the studies in [5, 12], we weight the k-
order proximity by a decay factor C(k) = 1/k , and we update Eq. (3)
with di�erent orders of neighborhood items (i.e., k = 1, 2, . . . ,K)
simultaneously. With this perspective, we enrich the originally
sparse graph by inferring high-order proximity from user-item
interactions.

Finally, the ranking objective function is composed with an indi-
cator function and a pairwise logistic loss, and we thus de�ne F in
Eq. (3) as

F (�|u �i0 ,�
|
u �i ) = 1{� |u �i0�� |u �i>�k } log

⇥
�

�
�

|
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|
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� ⇤
, (5)

where 1B denotes the indicator function for condition B and �k is
an order-aware margin set to �/k . Note that item i

0 is uniformly
sampled from the set of all items as we assume a simpli�ed uni-
form distribution PN for less preferred items; this assumption is
reasonable since the preferred (observed) items are usually far out-
numbered by less preferred (unobserved) items for each user in
many real-world scenarios.

The objective in Eq. (3) is minimized using asynchronous sto-
chastic gradient descent (ASGD) [11].

3 EXPERIMENTS
3.1 Datasets and Preprocessing
To examine the capability and scalability of HOP-Rec, we conduct
experiments on four publicly available datasets that vary in terms
of domain, size, and sparsity, as shown in Table 1. For each of the
datasets, we discard those users and items with fewer than 5 associ-
ated interactions. In addition, we preprocess the interaction records
for each dataset to simulate implicit binary feedback from users:
1) for the Amazon-book and MovieLens datasets, which contain
explicit rating records, we transform ratings higher than 4 to 1 and
the rest to 0 [10]; 2) for the CiteUlike dataset, no transformation is
conducted as it is a binary preference dataset.

Table 1: Datasets
Dataset CiteUlikea MovieLens-

1Mb
MovieLens-

20Mb
Amazon-
Bookc

Users ( |U |) 3,527 6,034 136,674 449,475
Items ( |I |) 6,339 3,125 13,680 292,65
Feedback ( |E |) 77,546 574,376 9,977,451 6,444,944
Density 0.347% 3.046% 0.534% 0.005%
a http://www.wanghao.in/data/ctrsr_datasets.rar
b https://grouplens.org/datasets/movielens
c http://jmcauley.ucsd.edu/data/amazon

3.2 Baseline Methods
Matrix Factorization (MF) [8]. MF is a well developed and

commonly used technique for user-item recommendation. In the
experiments, we use the implicit library,3 which implements MF
with an alternating least-square learning method [7].

Bayesian Personalized Ranking (BPR) [14]. BPR extends
the pointwise method, MF, by incorporating pairwise ranking loss
for personalized recommendations.

Weighted Approximate-Rank Pairwise (WARP) loss [17,
18]. WARP is an approximated approach to estimating the rank
function e�ciently, the main idea of which is to weigh pairwise
violations depending on their position in the ranked list.

3https://github.com/benfred/implicit
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