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Sand And Sea 
Album: That’s Life (1966) 
Artist: Frank Sinatra 
… Sand and sea, sea and sand …

Girls on the Beach 
Album: All Summer Long (1964) 
Artist: The Beach Boys 
… On the beach you’ll find them 

Sea Shells 
Album: Lipslide (1997) 
Artist: Sarah Cracknell 
… Hey little sea shell, I need a cue…

Palmtree 
Album: single (2015) 
Artist: Mandelbarth 
… Under the palm trees  is where 

Girls on the Beach 
Album: All Summer Long(1964) 
Artist: The Beach Boys 
… On the beach you’ll find them there …

Rockaway Beach 
Album: Rocket to Russia (1977) 
Artist: Ramones 
… Rock-rock, Rockaway Beach …

On the Beach 
Album: On the Beach (1974) 
Artist: Neil Young 
… out here on the beach …

Private Beach Party 
Album: Private Beach Party (1985) 
Artist: Gregory Isaacs 
… At the private beach party…

Private Beach Baby 
Album: single (1974) 
Artist: The First Class 
… Beach baby, beach baby…

Normal search only retrieve the concept “beach”

beach songs

beach

3

Introduction — Application Scenario                Methodology                Experiments                Conclusions



SIGIR ’17                                                                                                                                                       CFDA&CLIP Labs

Girls on the Beach 
Album: All 
Sand And Sea 
Album: That’s Life 
Palmtree
Album: single 
Sea Shells 
Album: Lipslide 

shellpalm treesandsea

“Beach” has many correlated concepts

beach songs

beach
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Girls on the Beach 
Album: All 

Sand And Sea 
Album: That’s Life 

Palmtree
Album: single 

Sea Shells 
Album: Lipslide sand

sea palm tree

shell

Expand concept “beach” to sea, sand, …

beach songs

beach
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Sea Shells 
Album: Lipslide (1997) 
Artist: Sarah Cracknell 
… Hey little sea shell, I need a cue…

Palmtree
Album: single (2015) 
Artist: Mandelbarth 
… Under the palm trees is where we …

Sand And Sea 
Album: That’s Life (1966) 
Artist: Frank Sinatra 
… Sand and sea, sea and sand …

Girls on the Beach 
Album: All Summer Long (1964) 
Artist: The Beach Boys 
… On the beach you’ll find them there …

sand

sea palm tree

shell

Capture similar concepts = diverse AND relevant

beach songs

beach
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Embedding Spacebeach

sand
sea

shell

palm tree

cliff

earth
mountain

Embed items and concepts in space such that… 
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Song Lyrics Word

… Sand and sea, sea 
and sand …

… Hey little sea shell, 
I need a cue…

… Under the palm 
trees  is where we …

… On the beach you’ll 
find them there …

Song Lyrics Word

… Far away o’er the 
mountains, … with the 
cliffs of Doneen …

… all the voices of the 
mountains … All you 
own is earth until …

palm tree

beach

sand
sea

shell
sea

earth
mountain

cliff
mountain
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beach

sand

sea
shell

palm tree

cliff
earth

mountain

Embedding Space

… similar items and concepts flock together
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… and different ones separate.

Seaside
theme

Mountain 
theme
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Song Lyrics Word

… Sand and sea, sea 
and sand …

… Hey little sea shell, 
I need a cue…

… Under the palm 
trees  is where we …

… On the beach you’ll 
find them there …

Song Lyrics Word

… Far away o’er the 
mountains, … with the 
cliffs of Doneen …

… all the voices of the 
mountains … All you 
own is earth until …

palm tree

beach

sand
sea

shell
sea

earth
mountain

cliff
mountain
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• All the above-mentioned methods focus on homogeneous tasks:
- DeepWalk: Homogeneous social networks (users with social relations).
- LINE: Homogeneous social networks or word-word networks, etc.
- PTE: Heterogeneous text network but still for homogeneous tasks, such as 

document classification.

Related works in graph embedding
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Figure 1: A toy example of information network. Edges can
be undirected, directed, and/or weighted. Vertex 6 and 7
should be placed closely in the low-dimensional space as they
are connected through a strong tie. Vertex 5 and 6 should
also be placed closely as they share similar neighbors.

words, the observed first-order proximity in the real world
data is not su�cient for preserving the global network struc-
tures. As a complement, we explore the second-order prox-
imity between the vertices, which is not determined through
the observed tie strength but through the shared neighbor-
hood structures of the vertices. The general notion of the
second-order proximity can be interpreted as nodes with
shared neighbors being likely to be similar. Such an intu-
ition can be found in the theories of sociology and linguistics.
For example, “the degree of overlap of two people’s friend-
ship networks correlates with the strength of ties between
them,” in a social network [6]; and “You shall know a word
by the company it keeps” (Firth, J. R. 1957:11) in text cor-
pora [5]. Indeed, people who share many common friends
are likely to share the same interest and become friends, and
words that are used together with many similar words are
likely to have similar meanings.

Fig. 1 presents an illustrative example. As the weight of
the edge between vertex 6 and 7 is large, i.e., 6 and 7 have a
high first-order proximity, they should be represented closely
to each other in the embedded space. On the other hand,
though there is no link between vertex 5 and 6, they share
many common neighbors, i.e., they have a high second-order

proximity and therefore should also be represented closely to
each other. We expect that the consideration of the second-

order proximity e↵ectively complements the sparsity of the
first-order proximity and better preserves the global struc-
ture of the network. In this paper, we will present care-
fully designed objectives that preserve the first-order and
the second-order proximities.

Even if a sound objective is found, optimizing it for a very
large network is challenging. One approach that attracts
attention in recent years is using the stochastic gradient de-
scent for the optimization. However, we show that directly
deploying the stochastic gradient descent is problematic for
real world information networks. This is because in many
networks, edges are weighted and the weights usually present
a high variance. Consider a word co-occurrence network, in
which the weights (co-occurrences) of word pairs may range
from one to hundreds of thousands. These weights of the
edges will be multiplied into the gradients, resulting in the
explosion of the gradients and thus compromise the perfor-
mance. To address this, we propose a novel edge-sampling
method, which improves both the e↵ectiveness and e�ciency
of the inference. We sample the edges with the probabilities
proportional to their weights, and then treat the sampled
edges as binary edges for model updating. With this sam-

pling process, the objective function remains the same and
the weights of the edges no longer a↵ect the gradients.
The LINE is very general, which works well for directed

or undirected, weighted or unweighted graphs. We evalu-
ate the performance of the LINE with various real-world
information networks, including language networks, social
networks, and citation networks. The e↵ectiveness of the
learned embeddings is evaluated within multiple data min-
ing tasks, including word analogy, text classification, and
node classification. The results suggest that the LINE model
outperforms other competitive baselines in terms of both ef-
fectiveness and e�ciency. It is able to learn the embedding
of a network with millions of nodes and billions of edges in
a few hours on a single machine.
To summarize, we make the following contributions:

• We propose a novel network embedding model called
the “LINE,”which suits arbitrary types of information
networks and easily scales to millions of nodes. It has
a carefully designed objective function that preserves
both the first-order and second-order proximities.

• We propose an edge-sampling algorithm for optimizing
the objective. The algorithm tackles the limitation of
the classical stochastic gradient decent and improves
the e↵ectiveness and e�ciency of the inference.

• We conduct extensive experiments on real-world infor-
mation networks. Experimental results prove the ef-
fectiveness and e�ciency of the proposed LINE model.

Organization. The rest of this paper is organized as
follows. Section 2 summarizes the related work. Section 3
formally defines the problem of large-scale information net-
work embedding. Section 4 introduces the LINE model in
details. Section 5 presents the experimental results. Finally
we conclude in Section 6.

2. RELATED WORK
Our work is related to classical methods of graph em-

bedding or dimension reduction in general, such as multi-
dimensional scaling (MDS) [4], IsoMap [20], LLE [18] and
Laplacian Eigenmap [2]. These approaches typically first
construct the a�nity graph using the feature vectors of the
data points, e.g., the K-nearest neighbor graph of data, and
then embed the a�nity graph [22] into a low dimensional
space. However, these algorithms usually rely on solving the
leading eigenvectors of the a�nity matrices, the complexity
of which is at least quadratic to the number of nodes, making
them ine�cient to handle large-scale networks.
Among the most recent literature is a technique called

graph factorization [1]. It finds the low-dimensional embed-
ding of a large graph through matrix factorization, which is
optimized using stochastic gradient descent. This is possi-
ble because a graph can be represented as an a�nity ma-
trix. However, the objective of matrix factorization is not
designed for networks, therefore does not necessarily pre-
serve the global network structure. Intuitively, graph fac-
torization expects nodes with higher first-order proximity
are represented closely. Instead, the LINE model uses an
objective that is particularly designed for networks, which
preserves both the first-order and the second-order prox-
imities. Practically, the graph factorization method only
applies to undirected graphs while the proposed model is
applicable for both undirected and directed graphs.

LINE (Tang, et al., 2015) PTE (Tang, et al. 2015)Figure 1: Illustration of converting a partially labeled text corpora to a heterogeneous text network. The word-word co-
occurrence network and word-document network encode the unsupervised information, capturing the local context-level and
document-level word co-occurrences respectively; the word-label network encodes the supervised information, capturing the
class-level word co-occurrences.

vised text embeddings are generalizable for di↵erent tasks
but have a weaker predictive power for a particular task.

Despite this deficiency, there are still considerable advan-
tages of text embedding approaches comparing to deep neu-
ral networks. First, the training of deep neural networks,
especially convolutional neural networks is computational
intensive, which usually requires multiple GPUs or clusters
of CPUs when processing a large amount of data; second,
convolutional neural networks usually assume the availabil-
ity of a large amount of labeled examples which is unrealis-
tic in many tasks. The easily obtainable unlabeled data are
usually used through an indirect way of pre-training; third,
the training of CNNs requires exhaustive tuning of many
parameters, which is very time consuming even for experts
and infeasible for non-experts. On the other hand, text em-
bedding methods like Skip-gram are much more e�cient, are
much easier to tune, and naturally accommodate unlabeled
data.

In this paper, we fill this gap by proposing the predic-
tive text embedding (PTE), which adapts the advantages of
unsupervised text embeddings but naturally utilizes labeled
information in representation learning. With predictive text
embedding, an e↵ective low dimensional representation is
learned jointly from limited labeled examples and a large
amount of unlabeled examples. Comparing to unsupervised
embeddings, this representation is optimized for particular
tasks like what convolutional neural networks do (i.e., the
representation has strong predictive power for the particular
classification task).

The proposed method naturally extends our previous work
of unsupervised information network embedding [27] and
first learns a low dimensional embedding for words through
a heterogeneous text network. The network encodes di↵er-
ent levels of co-occurrence information between words and
words, words and documents, and words and labels. The
network is embedded into a low dimensional vector space
that preserves the second-order proximity [27] between the
vertices in the network. The representation of an arbitrary
piece of text (e.g., a sentence or a document) can be simply
inferred as the average of the word representations, which
turns out to be quite e↵ective. The whole optimization pro-
cess remains very e�cient, which scales up to millions of
documents and billions of tokens on a single machine.

We conduct extensive experiments with real-world text
corpora, including both long and short documents. Experi-
mental results show that the predictive text embeddings sig-

nificantly outperform the state-of-the-art unsupervised em-
beddings in various text classification tasks. Compared end-
to-end with convolutional neural networks for text classifi-
cation [8], predictive text embedding outperforms on long
documents and generates comparable results on short doc-
uments. PTE enjoys various advantages over convolutional
neural networks as it is much more e�cient, accommodates
large-scale unlabeled data e↵ectively, and is less sensitive to
model parameters. We believe our exploration points to a
direction of learning text embeddings that could compete
head-to-head with deep neural networks in particular tasks.
To summarize, we make the following contributions:

• We propose to learn predictive text embeddings in
a semi-supervised manner. Unlabeled data and la-
beled information are integrated into a heterogeneous
text network which incorporates di↵erent levels of co-
occurrence information in text.

• We propose an e�cient algorithm“PTE”, which learns
a distributed representation of text through embed-
ding the heterogeneous text network into a low dimen-
sional space. The algorithm is very e�cient and has
few parameters to tune.

• We conduct extensive experiments using various real-
world data sets and compare predictive text embed-
ding end-to-end with both unsupervised text embed-
dings and convolutional neural networks.

The rest of this paper is organized as follows. We first
introduce the related work in Section 2. Section 3 formally
defines the problem of predictive text embedding through
heterogeneous text networks. Section 4 introduces the pro-
posed algorithm in details. Section 5 presents the results of
empirical experiments. We conclude in Section 6.

2. RELATED WORK
Our work is mainly related to distributed text represen-

tation learning and information network embedding.

2.1 Distributed Text Embedding
Distributed representation of text has proved to be quite

e↵ective in many natural language processing tasks such as
word analogy [18], POS tagging [6], parsing [6], language
modeling [17], and sentiment analysis [16, 10, 5, 8]. Ex-
isting approaches can be generally classified into two cat-
egories: unsupervised and supervised. Recent developed

Figure 1: Illustration of converting a partially labeled text corpora to a heterogeneous text network. The word-word co-
occurrence network and word-document network encode the unsupervised information, capturing the local context-level and
document-level word co-occurrences respectively; the word-label network encodes the supervised information, capturing the
class-level word co-occurrences.
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ABSTRACT
We present DeepWalk, a novel approach for learning la-
tent representations of vertices in a network. These latent
representations encode social relations in a continuous vector
space, which is easily exploited by statistical models. Deep-

Walk generalizes recent advancements in language mod-
eling and unsupervised feature learning (or deep learning)
from sequences of words to graphs.

DeepWalk uses local information obtained from trun-
cated random walks to learn latent representations by treat-
ing walks as the equivalent of sentences. We demonstrate
DeepWalk’s latent representations on several multi-label
network classification tasks for social networks such as Blog-
Catalog, Flickr, and YouTube. Our results show that Deep-

Walk outperforms challenging baselines which are allowed
a global view of the network, especially in the presence of
missing information. DeepWalk’s representations can pro-
vide F

1

scores up to 10% higher than competing methods
when labeled data is sparse. In some experiments, Deep-

Walk’s representations are able to outperform all baseline
methods while using 60% less training data.

DeepWalk is also scalable. It is an online learning algo-
rithm which builds useful incremental results, and is trivially
parallelizable. These qualities make it suitable for a broad
class of real world applications such as network classifica-
tion, and anomaly detection.

Categories and Subject Descriptors
H.2.8 [Database Management]: Database Applications
- Data Mining; I.2.6 [Artificial Intelligence]: Learning;
I.5.1 [Pattern Recognition]: Model - Statistical

1. INTRODUCTION
The sparsity of a network representation is both a strength

and a weakness. Sparsity enables the design of e�cient dis-
crete algorithms, but can make it harder to generalize in
statistical learning. Machine learning applications in net-
works (such as network classification [15, 37], content rec-

c�The authors, 2014. This is the author’s draft of the work. It is posted here

for your personal use. Not for redistribution. The definitive version was

published in KDD’14, http://dx.doi.org/10.1145/2623330.
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(a) Input: Karate Graph (b) Output: Representation

Figure 1: Our proposed method learns a latent space rep-
resentation of social interactions in Rd. The learned rep-
resentation encodes community structure so it can be eas-
ily exploited by standard classification methods. Here, our
method is used on Zachary’s Karate network [44] to gen-
erate a latent representation in R2. Note the correspon-
dence between community structure in the input graph and
the embedding. Vertex colors represent a modularity-based
clustering of the input graph.

ommendation [11], anomaly detection [5], and missing link
prediction [22]) must be able to deal with this sparsity in
order to survive.
In this paper we introduce deep learning (unsupervised

feature learning) [2] techniques, which have proven success-
ful in natural language processing, into network analysis for
the first time. We develop an algorithm (DeepWalk) that
learns social representations of a graph’s vertices, by mod-
eling a stream of short random walks. Social representa-
tions are latent features of the vertices that capture neigh-
borhood similarity and community membership. These la-
tent representations encode social relations in a continuous
vector space with a relatively small number of dimensions.
DeepWalk generalizes neural language models to process a
special language composed of a set of randomly-generated
walks. These neural language models have been used to
capture the semantic and syntactic structure of human lan-
guage [6], and even logical analogies [28].
DeepWalk takes a graph as input and produces a la-

tent representation as an output. The result of applying our
method to the well-studied Karate network is shown in Fig-
ure 1. The graph, as typically presented by force-directed
layouts, is shown in Figure 1a. Figure 1b shows the output
of our method with 2 latent dimensions. Beyond the striking
similarity, we note that linearly separable portions of (1b)
correspond to clusters found through modularity maximiza-
tion in the input graph (1a) (shown as vertex colors).
To demonstrate DeepWalk’s potential in real world sce-
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DeepWalk (Perozzi et al., 2014)
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• However, the inter-retrieval task between concepts and items is heterogeneous:
- e.g., word-to-song retrieval, movie-to-word retrieval, etc.
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• Main Contributions:

2. Integrate heterogeneous nodes and relations in network 
using generalized matrix operations.

3. Learn embeddings capable to retrieve conceptually 
diverse and relevant results that support both 
homogeneous and heterogeneous tasks.

1. Propose item concept embedding (ICE) approach to 
model the concepts of items via associated textual 
information.

Our Proposal: Item Concept Embedding (ICE)

10
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ICE network is an unified network composed of…

ICE network

1

2

sea

beach
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sea

beach

sand

Item set Concept set
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… 2 basis networks and 3 relations

1

2

sea

beach

sand

sea

beach

sand

Entity-text network Text-text network

Expanded has-a relationHas-a relation Concept-similar relation
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1

2

sea

beach

sand

Entity-text network manages item concepts

Songs Lyrics Words

… Sand and sea, sea 
and sand …

… On the beach you’ll 
find them there … beach

sand
sea

• Manage the has-a relation between each 
item and their representative concept words.

• Concept words for each item are picked 
according to the TF-IDF score.

• Heterogeneous, directed, and bipartite.

       has-a relation

“Girls on the Beach” 
has-a concept “beach”.

sea

beac

sand
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Text-text network manages concept similarity

sea

beach

sand

Songs  Lyrics Words

… Sand and sea, sea 
and sand …

… On the beach you’ll 
find them there … beach

sand
sea

       concept-similar relation       concept-similar relation

• Manage the concept-similar relation 
between each concept words.

• Conceptually similar words are connected 
according to the cosine similarity between 
word embeddings.

• Homogeneous and bi-directed.

14

sea

bea
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similar to “beach”.

“Beach” is conceptually 
similar to “beach".
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1

2

sea

beach

sand

sea

beach

sand

ICE network combines E-T and T-T network and …

Songs Lyrics Words

… Sand and sea, sea 
and sand …

… On the beach you’ll 
find them there … beach

sand
sea

15

• Combine entity-text network, text-text network, 
and expanded has-a relation.

• Manage the expanded has-a relation between 
each item and their expanded concept words. 

• Establish relation to expanded concept words 
via the conceptually similar words of each item.

• Heterogeneous nodes and relations.
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1

2

sea

beach

sand

… manages the expanded has-a relation

sea

beach

sand

Songs Lyrics Words

… Sand and sea, sea 
and sand …

… On the beach you’ll 
find them there … beach

sand
sea

“Sand and Sea” has-
a concept “sand”.

      expanded has-a relation

“Sand” is 
conceptually similar 

to “beach”.“Sand and Sea” 
has-a expanded 

concept “beach”.

16

• Combine entity-text network, text-text network, 
and expanded has-a relation.

• Manage the expanded has-a relation between 
each item and their expanded concept words. 

• Establish relation to expanded concept words 
via the conceptually similar words of each item.

• Heterogeneous nodes and relations.
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Construct graph via generalized matrix operation

Entity-text network Text-text network

1

2 sea

beach

sand

sea

beach

sand
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• Step 1: Establish expanded has-a relation in ET network.

Construct graph via generalized matrix operation
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0    1    1

W1 W2 W3
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W1 W2 W3
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Entity-text network Text-text network

1

2 sea

beach

sand

sea

beach
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2 sea

beach

sand

MGet MGtt
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2 sea

beach

sand
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Construct graph via generalized matrix operation

More encompassing concept
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A = MGet ·MGtt
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• Step 2: Convert the dot product to a binary matrix     .

Construct graph via generalized matrix operation
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Figure 2: ICE network construction

network (the expanded entity-text-text network de�ned in De�ni-
tion 2.3) as follows:

MGice = f (MGet ,MGt t ) =

"
Ã

MGt t

#
2 R( |V |+ |T |)⇥ |T | , (2)

in which the matrix Ã can be derived from matrixA in Equation (1).
When building a (0, 1)-ICE-network, we have

Ã = (ãi j ) =
⇣
1{ai j>0}

⌘
. (3)

Although matrix Ã can be designed in di�erent ways (e.g., Ã = A
for weighted graphs), it is straightforward to apply our uni�ed
approach to di�erent transformations. Finally, given the result-
ing matrix MGice (see Equation (2)), we obtain the ICE network,
Gice , treated as the input of the embedding learning algorithm
(introduced in Section 2.3).

Figure 2 illustrates the ICE network construction method with
an example (a (0,1)-graph), in which the matrix representations for
the directed bipartite entity-text network Get and the bidirected
text-text network Gt t are shown in panels (a) and (b), respectively.
As shown in panel (c), we obtain the expanded has-a relations by
multiplying the two matricesMGet andMGt t . For instance, there is
no edge between the �rst item (the music note with subscript 1) and
the second word (w2) in the original entity-text network; however,
since the �rst item is linked to the third word (w3) and w2 and w3
are conceptually similar according to Gt t in panel (b), we have an
expanded link between the �rst item and the second word (the pink
dashed line) in panel (c).

2.3 Learning Embedding via Similarity of
Neighborhood Network Structures

In a previous study [14], the LINE model was mainly proposed to
learn the embeddings for homogeneous information networks, that
is, graphs with the same type of vertices. In this paper we adopt
neighborhood proximity, an essential idea from LINE as well as from
various word embedding models, to manage the ICE networks,
which are composed of heterogeneous nodes and a mixture of both
homogeneous and heterogeneous relations. Neighborhood proxim-
ity presumes that nodes with similar neighborhood structures are
similar and thus, when represented in a low-dimensional vector
space, should be positioned close to each other.

To capture this proximity, each node in the graph plays two roles:
the node itself and a speci�c “context” of other nodes. Although

in an ICE network, both types of nodes (i.e., items and words) and
relations (i.e., has-a and conceptually similar relations) are hetero-
geneous, the neighbors of each node are the same type: words; this
re�ects the careful design behind the ICE network, as introduced
in Section 2.2.

Given an ICE network Gice = (V [ T ,Eet [ Eet [ Et t ), con-
structed via Equation (2), we introduce two vectors ~�c and ~� 0c , where
~�c is the vector representation of node c when it plays the role of
itself, whereas ~� 0c denotes node c’s representation when it is taken
as a speci�c context of other nodes. For each has-a relation between
an item ni 2 V and a word nw 2 T , the conditional probability of
word nw generated by item ni is modeled as

P (nw | ni ) =
exp
⇣
~�
0|
nw · ~�ni

⌘

P
s 2T exp

⇣
~�
0|
ns · ~�ni

⌘ . (4)

Similarly, for each conceptually similar relation between two words,
nw 2 T and nw̌ 2 T , we have the conditional probability of word
w̌ given wordw as

P (nw̌ | nw ) =
exp
⇣
~�
0|
nw̌ · ~�nw

⌘

P
s 2T exp

⇣
~�
0|
ns · ~�nw

⌘ . (5)

To model neighborhood structures via the item-word and word-
word relations while preserving neighborhood proximity, for each
node nk , the conditional probabilities P ( · | nk ) described by a set
of low-dimensional representations should approximate the em-
pirical probabilities P̂ ( · | nk ). Here we follow the se�ing in [14] in
se�ing the empirical probability for P̂ (n` | nk ) equal to xk`/d (nk ),
in which xk` denotes the weight of the edge between nodes nk
and n` , and d (nk ) is the out-degree of node nk ; that is, d (nk ) =P
n� 2NB (nk ) xk� , where NB (nk ) is the set of the direct successors

of node nk . We proceed to minimize the following two objective
functions OE and OT to learn the embeddings of items and words,
respectively:

OE =
X

ni 2V
d (ni ) DKL

⇣
P̂ ( · | ni ) , P ( · | ni )

⌘
, (6)

and
OT =

X

nw 2T
d (nw ) DKL

⇣
P̂ ( · | nw ) , P ( · | nw )

⌘
, (7)

in which the Kullback-Leibler divergence DKL (·, ·) is adopted to
measure the di�erence between the two distributions. By omi�ing
some constants and addingOE andOT in Equations (6) and (7), the
objective function becomes

Oice = �
*..
,
X

(ni ,n` )2Ẽet
xi` log P (n` | ni )

+
X

(nw ,n` )2Et t
xw` log P (n` | nw )+/

-
, (8)

where Ẽet = Eet [ Eet . Equation (8) is minimized with stochas-
tic gradient descent using edge sampling [14] and negative sam-
pling [8], resulting in two sets of optimized representations {~�c }c 2V[T
and {~� 0c }c 2V[T .
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network (the expanded entity-text-text network de�ned in De�ni-
tion 2.3) as follows:

MGice = f (MGet ,MGt t ) =

"
Ã

MGt t

#
2 R( |V |+ |T |)⇥ |T | , (2)

in which the matrix Ã can be derived from matrixA in Equation (1).
When building a (0, 1)-ICE-network, we have

Ã = (ãi j ) =
⇣
1{ai j>0}

⌘
. (3)

Although matrix Ã can be designed in di�erent ways (e.g., Ã = A
for weighted graphs), it is straightforward to apply our uni�ed
approach to di�erent transformations. Finally, given the result-
ing matrix MGice (see Equation (2)), we obtain the ICE network,
Gice , treated as the input of the embedding learning algorithm
(introduced in Section 2.3).

Figure 2 illustrates the ICE network construction method with
an example (a (0,1)-graph), in which the matrix representations for
the directed bipartite entity-text network Get and the bidirected
text-text network Gt t are shown in panels (a) and (b), respectively.
As shown in panel (c), we obtain the expanded has-a relations by
multiplying the two matricesMGet andMGt t . For instance, there is
no edge between the �rst item (the music note with subscript 1) and
the second word (w2) in the original entity-text network; however,
since the �rst item is linked to the third word (w3) and w2 and w3
are conceptually similar according to Gt t in panel (b), we have an
expanded link between the �rst item and the second word (the pink
dashed line) in panel (c).

2.3 Learning Embedding via Similarity of
Neighborhood Network Structures

In a previous study [14], the LINE model was mainly proposed to
learn the embeddings for homogeneous information networks, that
is, graphs with the same type of vertices. In this paper we adopt
neighborhood proximity, an essential idea from LINE as well as from
various word embedding models, to manage the ICE networks,
which are composed of heterogeneous nodes and a mixture of both
homogeneous and heterogeneous relations. Neighborhood proxim-
ity presumes that nodes with similar neighborhood structures are
similar and thus, when represented in a low-dimensional vector
space, should be positioned close to each other.

To capture this proximity, each node in the graph plays two roles:
the node itself and a speci�c “context” of other nodes. Although

in an ICE network, both types of nodes (i.e., items and words) and
relations (i.e., has-a and conceptually similar relations) are hetero-
geneous, the neighbors of each node are the same type: words; this
re�ects the careful design behind the ICE network, as introduced
in Section 2.2.

Given an ICE network Gice = (V [ T ,Eet [ Eet [ Et t ), con-
structed via Equation (2), we introduce two vectors ~�c and ~� 0c , where
~�c is the vector representation of node c when it plays the role of
itself, whereas ~� 0c denotes node c’s representation when it is taken
as a speci�c context of other nodes. For each has-a relation between
an item ni 2 V and a word nw 2 T , the conditional probability of
word nw generated by item ni is modeled as

P (nw | ni ) =
exp
⇣
~�
0|
nw · ~�ni

⌘

P
s 2T exp

⇣
~�
0|
ns · ~�ni

⌘ . (4)

Similarly, for each conceptually similar relation between two words,
nw 2 T and nw̌ 2 T , we have the conditional probability of word
w̌ given wordw as

P (nw̌ | nw ) =
exp
⇣
~�
0|
nw̌ · ~�nw

⌘

P
s 2T exp

⇣
~�
0|
ns · ~�nw

⌘ . (5)

To model neighborhood structures via the item-word and word-
word relations while preserving neighborhood proximity, for each
node nk , the conditional probabilities P ( · | nk ) described by a set
of low-dimensional representations should approximate the em-
pirical probabilities P̂ ( · | nk ). Here we follow the se�ing in [14] in
se�ing the empirical probability for P̂ (n` | nk ) equal to xk`/d (nk ),
in which xk` denotes the weight of the edge between nodes nk
and n` , and d (nk ) is the out-degree of node nk ; that is, d (nk ) =P
n� 2NB (nk ) xk� , where NB (nk ) is the set of the direct successors

of node nk . We proceed to minimize the following two objective
functions OE and OT to learn the embeddings of items and words,
respectively:

OE =
X

ni 2V
d (ni ) DKL

⇣
P̂ ( · | ni ) , P ( · | ni )

⌘
, (6)

and
OT =

X

nw 2T
d (nw ) DKL

⇣
P̂ ( · | nw ) , P ( · | nw )

⌘
, (7)

in which the Kullback-Leibler divergence DKL (·, ·) is adopted to
measure the di�erence between the two distributions. By omi�ing
some constants and addingOE andOT in Equations (6) and (7), the
objective function becomes

Oice = �
*..
,
X

(ni ,n` )2Ẽet
xi` log P (n` | ni )

+
X

(nw ,n` )2Et t
xw` log P (n` | nw )+/

-
, (8)

where Ẽet = Eet [ Eet . Equation (8) is minimized with stochas-
tic gradient descent using edge sampling [14] and negative sam-
pling [8], resulting in two sets of optimized representations {~�c }c 2V[T
and {~� 0c }c 2V[T .
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• Step 3: Augment binary matrix with the text-text matrix.

Construct graph via generalized matrix operation

1    1    1
1    1    1

W1 W2 W3

I1

I2

MGet

1    0    1    0   0
0    1    1    1   0
1    1    1    0   0
0    1    0    1   1
0    0    0    1   1

W1

W1 W2 W3 W4 W5

W2

W3

W4

W5

MGtt

Entity-Text Network Text-Text Network

1    0    1    0   1
1    1    0    0   0
0    0    1    1   0
0    1    0    1   0

I1

W1 W2 W3 W4 W5

I2

I3

I4

1

4

3

2

has-a relation

has-a relation (expanded)
conceptually similar relation

Eet :

Eet :

Ett :

(a) (b)

W1

W5

W2

W3

W4

W1

W2 W3

W4 W5

ICE Network

2    1    2    1   1
1    1    2    1   0
1    2    1    1   1
0    2    1    2   1

W1 W2 W3 W4W5

I1

I2

I3

I4

MGice = f(MGet ,MGtt) =

�
Ã
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Figure 2: ICE network construction

network (the expanded entity-text-text network de�ned in De�ni-
tion 2.3) as follows:

MGice = f (MGet ,MGt t ) =

"
Ã

MGt t

#
2 R( |V |+ |T |)⇥ |T | , (2)

in which the matrix Ã can be derived from matrixA in Equation (1).
When building a (0, 1)-ICE-network, we have

Ã = (ãi j ) =
⇣
1{ai j>0}

⌘
. (3)

Although matrix Ã can be designed in di�erent ways (e.g., Ã = A
for weighted graphs), it is straightforward to apply our uni�ed
approach to di�erent transformations. Finally, given the result-
ing matrix MGice (see Equation (2)), we obtain the ICE network,
Gice , treated as the input of the embedding learning algorithm
(introduced in Section 2.3).

Figure 2 illustrates the ICE network construction method with
an example (a (0,1)-graph), in which the matrix representations for
the directed bipartite entity-text network Get and the bidirected
text-text network Gt t are shown in panels (a) and (b), respectively.
As shown in panel (c), we obtain the expanded has-a relations by
multiplying the two matricesMGet andMGt t . For instance, there is
no edge between the �rst item (the music note with subscript 1) and
the second word (w2) in the original entity-text network; however,
since the �rst item is linked to the third word (w3) and w2 and w3
are conceptually similar according to Gt t in panel (b), we have an
expanded link between the �rst item and the second word (the pink
dashed line) in panel (c).

2.3 Learning Embedding via Similarity of
Neighborhood Network Structures

In a previous study [14], the LINE model was mainly proposed to
learn the embeddings for homogeneous information networks, that
is, graphs with the same type of vertices. In this paper we adopt
neighborhood proximity, an essential idea from LINE as well as from
various word embedding models, to manage the ICE networks,
which are composed of heterogeneous nodes and a mixture of both
homogeneous and heterogeneous relations. Neighborhood proxim-
ity presumes that nodes with similar neighborhood structures are
similar and thus, when represented in a low-dimensional vector
space, should be positioned close to each other.

To capture this proximity, each node in the graph plays two roles:
the node itself and a speci�c “context” of other nodes. Although

in an ICE network, both types of nodes (i.e., items and words) and
relations (i.e., has-a and conceptually similar relations) are hetero-
geneous, the neighbors of each node are the same type: words; this
re�ects the careful design behind the ICE network, as introduced
in Section 2.2.

Given an ICE network Gice = (V [ T ,Eet [ Eet [ Et t ), con-
structed via Equation (2), we introduce two vectors ~�c and ~� 0c , where
~�c is the vector representation of node c when it plays the role of
itself, whereas ~� 0c denotes node c’s representation when it is taken
as a speci�c context of other nodes. For each has-a relation between
an item ni 2 V and a word nw 2 T , the conditional probability of
word nw generated by item ni is modeled as

P (nw | ni ) =
exp
⇣
~�
0|
nw · ~�ni

⌘

P
s 2T exp

⇣
~�
0|
ns · ~�ni

⌘ . (4)

Similarly, for each conceptually similar relation between two words,
nw 2 T and nw̌ 2 T , we have the conditional probability of word
w̌ given wordw as

P (nw̌ | nw ) =
exp
⇣
~�
0|
nw̌ · ~�nw

⌘

P
s 2T exp

⇣
~�
0|
ns · ~�nw

⌘ . (5)

To model neighborhood structures via the item-word and word-
word relations while preserving neighborhood proximity, for each
node nk , the conditional probabilities P ( · | nk ) described by a set
of low-dimensional representations should approximate the em-
pirical probabilities P̂ ( · | nk ). Here we follow the se�ing in [14] in
se�ing the empirical probability for P̂ (n` | nk ) equal to xk`/d (nk ),
in which xk` denotes the weight of the edge between nodes nk
and n` , and d (nk ) is the out-degree of node nk ; that is, d (nk ) =P
n� 2NB (nk ) xk� , where NB (nk ) is the set of the direct successors

of node nk . We proceed to minimize the following two objective
functions OE and OT to learn the embeddings of items and words,
respectively:

OE =
X

ni 2V
d (ni ) DKL

⇣
P̂ ( · | ni ) , P ( · | ni )

⌘
, (6)

and
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⌘
, (7)

in which the Kullback-Leibler divergence DKL (·, ·) is adopted to
measure the di�erence between the two distributions. By omi�ing
some constants and addingOE andOT in Equations (6) and (7), the
objective function becomes
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,
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where Ẽet = Eet [ Eet . Equation (8) is minimized with stochas-
tic gradient descent using edge sampling [14] and negative sam-
pling [8], resulting in two sets of optimized representations {~�c }c 2V[T
and {~� 0c }c 2V[T .

MGtt

1    1    1
1    1    0
1    0    1

W1 W2 W3

W1

W2

W3sea

beach

sand

1

2 sea

beach

sand

2

1    1    1
1    1    0
1    0    1

W1

W2

W3

W1 W2 W3

I1

I2

1    1    1W

1    1    1
1    1    1

21

Introduction                Methodology — Network Construction                Experiments                Conclusions



SIGIR ’17                                                                                                                                                       CFDA&CLIP Labs

• Step 3: Augment binary matrix with the text-text matrix.

Construct graph via generalized matrix operation
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network (the expanded entity-text-text network de�ned in De�ni-
tion 2.3) as follows:

MGice = f (MGet ,MGt t ) =

"
Ã

MGt t

#
2 R( |V |+ |T |)⇥ |T | , (2)

in which the matrix Ã can be derived from matrixA in Equation (1).
When building a (0, 1)-ICE-network, we have

Ã = (ãi j ) =
⇣
1{ai j>0}

⌘
. (3)

Although matrix Ã can be designed in di�erent ways (e.g., Ã = A
for weighted graphs), it is straightforward to apply our uni�ed
approach to di�erent transformations. Finally, given the result-
ing matrix MGice (see Equation (2)), we obtain the ICE network,
Gice , treated as the input of the embedding learning algorithm
(introduced in Section 2.3).

Figure 2 illustrates the ICE network construction method with
an example (a (0,1)-graph), in which the matrix representations for
the directed bipartite entity-text network Get and the bidirected
text-text network Gt t are shown in panels (a) and (b), respectively.
As shown in panel (c), we obtain the expanded has-a relations by
multiplying the two matricesMGet andMGt t . For instance, there is
no edge between the �rst item (the music note with subscript 1) and
the second word (w2) in the original entity-text network; however,
since the �rst item is linked to the third word (w3) and w2 and w3
are conceptually similar according to Gt t in panel (b), we have an
expanded link between the �rst item and the second word (the pink
dashed line) in panel (c).

2.3 Learning Embedding via Similarity of
Neighborhood Network Structures

In a previous study [14], the LINE model was mainly proposed to
learn the embeddings for homogeneous information networks, that
is, graphs with the same type of vertices. In this paper we adopt
neighborhood proximity, an essential idea from LINE as well as from
various word embedding models, to manage the ICE networks,
which are composed of heterogeneous nodes and a mixture of both
homogeneous and heterogeneous relations. Neighborhood proxim-
ity presumes that nodes with similar neighborhood structures are
similar and thus, when represented in a low-dimensional vector
space, should be positioned close to each other.

To capture this proximity, each node in the graph plays two roles:
the node itself and a speci�c “context” of other nodes. Although

in an ICE network, both types of nodes (i.e., items and words) and
relations (i.e., has-a and conceptually similar relations) are hetero-
geneous, the neighbors of each node are the same type: words; this
re�ects the careful design behind the ICE network, as introduced
in Section 2.2.

Given an ICE network Gice = (V [ T ,Eet [ Eet [ Et t ), con-
structed via Equation (2), we introduce two vectors ~�c and ~� 0c , where
~�c is the vector representation of node c when it plays the role of
itself, whereas ~� 0c denotes node c’s representation when it is taken
as a speci�c context of other nodes. For each has-a relation between
an item ni 2 V and a word nw 2 T , the conditional probability of
word nw generated by item ni is modeled as

P (nw | ni ) =
exp
⇣
~�
0|
nw · ~�ni

⌘

P
s 2T exp

⇣
~�
0|
ns · ~�ni

⌘ . (4)

Similarly, for each conceptually similar relation between two words,
nw 2 T and nw̌ 2 T , we have the conditional probability of word
w̌ given wordw as

P (nw̌ | nw ) =
exp
⇣
~�
0|
nw̌ · ~�nw

⌘

P
s 2T exp

⇣
~�
0|
ns · ~�nw

⌘ . (5)

To model neighborhood structures via the item-word and word-
word relations while preserving neighborhood proximity, for each
node nk , the conditional probabilities P ( · | nk ) described by a set
of low-dimensional representations should approximate the em-
pirical probabilities P̂ ( · | nk ). Here we follow the se�ing in [14] in
se�ing the empirical probability for P̂ (n` | nk ) equal to xk`/d (nk ),
in which xk` denotes the weight of the edge between nodes nk
and n` , and d (nk ) is the out-degree of node nk ; that is, d (nk ) =P
n� 2NB (nk ) xk� , where NB (nk ) is the set of the direct successors

of node nk . We proceed to minimize the following two objective
functions OE and OT to learn the embeddings of items and words,
respectively:

OE =
X

ni 2V
d (ni ) DKL

⇣
P̂ ( · | ni ) , P ( · | ni )

⌘
, (6)

and
OT =

X

nw 2T
d (nw ) DKL

⇣
P̂ ( · | nw ) , P ( · | nw )

⌘
, (7)

in which the Kullback-Leibler divergence DKL (·, ·) is adopted to
measure the di�erence between the two distributions. By omi�ing
some constants and addingOE andOT in Equations (6) and (7), the
objective function becomes

Oice = �
*..
,
X

(ni ,n` )2Ẽet
xi` log P (n` | ni )

+
X

(nw ,n` )2Et t
xw` log P (n` | nw )+/

-
, (8)

where Ẽet = Eet [ Eet . Equation (8) is minimized with stochas-
tic gradient descent using edge sampling [14] and negative sam-
pling [8], resulting in two sets of optimized representations {~�c }c 2V[T
and {~� 0c }c 2V[T .
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network (the expanded entity-text-text network de�ned in De�ni-
tion 2.3) as follows:

MGice = f (MGet ,MGt t ) =

"
Ã

MGt t

#
2 R( |V |+ |T |)⇥ |T | , (2)

in which the matrix Ã can be derived from matrixA in Equation (1).
When building a (0, 1)-ICE-network, we have

Ã = (ãi j ) =
⇣
1{ai j>0}

⌘
. (3)

Although matrix Ã can be designed in di�erent ways (e.g., Ã = A
for weighted graphs), it is straightforward to apply our uni�ed
approach to di�erent transformations. Finally, given the result-
ing matrix MGice (see Equation (2)), we obtain the ICE network,
Gice , treated as the input of the embedding learning algorithm
(introduced in Section 2.3).

Figure 2 illustrates the ICE network construction method with
an example (a (0,1)-graph), in which the matrix representations for
the directed bipartite entity-text network Get and the bidirected
text-text network Gt t are shown in panels (a) and (b), respectively.
As shown in panel (c), we obtain the expanded has-a relations by
multiplying the two matricesMGet andMGt t . For instance, there is
no edge between the �rst item (the music note with subscript 1) and
the second word (w2) in the original entity-text network; however,
since the �rst item is linked to the third word (w3) and w2 and w3
are conceptually similar according to Gt t in panel (b), we have an
expanded link between the �rst item and the second word (the pink
dashed line) in panel (c).

2.3 Learning Embedding via Similarity of
Neighborhood Network Structures

In a previous study [14], the LINE model was mainly proposed to
learn the embeddings for homogeneous information networks, that
is, graphs with the same type of vertices. In this paper we adopt
neighborhood proximity, an essential idea from LINE as well as from
various word embedding models, to manage the ICE networks,
which are composed of heterogeneous nodes and a mixture of both
homogeneous and heterogeneous relations. Neighborhood proxim-
ity presumes that nodes with similar neighborhood structures are
similar and thus, when represented in a low-dimensional vector
space, should be positioned close to each other.

To capture this proximity, each node in the graph plays two roles:
the node itself and a speci�c “context” of other nodes. Although

in an ICE network, both types of nodes (i.e., items and words) and
relations (i.e., has-a and conceptually similar relations) are hetero-
geneous, the neighbors of each node are the same type: words; this
re�ects the careful design behind the ICE network, as introduced
in Section 2.2.

Given an ICE network Gice = (V [ T ,Eet [ Eet [ Et t ), con-
structed via Equation (2), we introduce two vectors ~�c and ~� 0c , where
~�c is the vector representation of node c when it plays the role of
itself, whereas ~� 0c denotes node c’s representation when it is taken
as a speci�c context of other nodes. For each has-a relation between
an item ni 2 V and a word nw 2 T , the conditional probability of
word nw generated by item ni is modeled as

P (nw | ni ) =
exp
⇣
~�
0|
nw · ~�ni

⌘

P
s 2T exp

⇣
~�
0|
ns · ~�ni

⌘ . (4)

Similarly, for each conceptually similar relation between two words,
nw 2 T and nw̌ 2 T , we have the conditional probability of word
w̌ given wordw as

P (nw̌ | nw ) =
exp
⇣
~�
0|
nw̌ · ~�nw

⌘

P
s 2T exp

⇣
~�
0|
ns · ~�nw

⌘ . (5)

To model neighborhood structures via the item-word and word-
word relations while preserving neighborhood proximity, for each
node nk , the conditional probabilities P ( · | nk ) described by a set
of low-dimensional representations should approximate the em-
pirical probabilities P̂ ( · | nk ). Here we follow the se�ing in [14] in
se�ing the empirical probability for P̂ (n` | nk ) equal to xk`/d (nk ),
in which xk` denotes the weight of the edge between nodes nk
and n` , and d (nk ) is the out-degree of node nk ; that is, d (nk ) =P
n� 2NB (nk ) xk� , where NB (nk ) is the set of the direct successors

of node nk . We proceed to minimize the following two objective
functions OE and OT to learn the embeddings of items and words,
respectively:

OE =
X

ni 2V
d (ni ) DKL

⇣
P̂ ( · | ni ) , P ( · | ni )

⌘
, (6)

and
OT =

X

nw 2T
d (nw ) DKL

⇣
P̂ ( · | nw ) , P ( · | nw )

⌘
, (7)

in which the Kullback-Leibler divergence DKL (·, ·) is adopted to
measure the di�erence between the two distributions. By omi�ing
some constants and addingOE andOT in Equations (6) and (7), the
objective function becomes

Oice = �
*..
,
X

(ni ,n` )2Ẽet
xi` log P (n` | ni )

+
X

(nw ,n` )2Et t
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where Ẽet = Eet [ Eet . Equation (8) is minimized with stochas-
tic gradient descent using edge sampling [14] and negative sam-
pling [8], resulting in two sets of optimized representations {~�c }c 2V[T
and {~� 0c }c 2V[T .
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network (the expanded entity-text-text network de�ned in De�ni-
tion 2.3) as follows:

MGice = f (MGet ,MGt t ) =

"
Ã

MGt t

#
2 R( |V |+ |T |)⇥ |T | , (2)

in which the matrix Ã can be derived from matrixA in Equation (1).
When building a (0, 1)-ICE-network, we have

Ã = (ãi j ) =
⇣
1{ai j>0}

⌘
. (3)

Although matrix Ã can be designed in di�erent ways (e.g., Ã = A
for weighted graphs), it is straightforward to apply our uni�ed
approach to di�erent transformations. Finally, given the result-
ing matrix MGice (see Equation (2)), we obtain the ICE network,
Gice , treated as the input of the embedding learning algorithm
(introduced in Section 2.3).

Figure 2 illustrates the ICE network construction method with
an example (a (0,1)-graph), in which the matrix representations for
the directed bipartite entity-text network Get and the bidirected
text-text network Gt t are shown in panels (a) and (b), respectively.
As shown in panel (c), we obtain the expanded has-a relations by
multiplying the two matricesMGet andMGt t . For instance, there is
no edge between the �rst item (the music note with subscript 1) and
the second word (w2) in the original entity-text network; however,
since the �rst item is linked to the third word (w3) and w2 and w3
are conceptually similar according to Gt t in panel (b), we have an
expanded link between the �rst item and the second word (the pink
dashed line) in panel (c).

2.3 Learning Embedding via Similarity of
Neighborhood Network Structures

In a previous study [14], the LINE model was mainly proposed to
learn the embeddings for homogeneous information networks, that
is, graphs with the same type of vertices. In this paper we adopt
neighborhood proximity, an essential idea from LINE as well as from
various word embedding models, to manage the ICE networks,
which are composed of heterogeneous nodes and a mixture of both
homogeneous and heterogeneous relations. Neighborhood proxim-
ity presumes that nodes with similar neighborhood structures are
similar and thus, when represented in a low-dimensional vector
space, should be positioned close to each other.

To capture this proximity, each node in the graph plays two roles:
the node itself and a speci�c “context” of other nodes. Although

in an ICE network, both types of nodes (i.e., items and words) and
relations (i.e., has-a and conceptually similar relations) are hetero-
geneous, the neighbors of each node are the same type: words; this
re�ects the careful design behind the ICE network, as introduced
in Section 2.2.

Given an ICE network Gice = (V [ T ,Eet [ Eet [ Et t ), con-
structed via Equation (2), we introduce two vectors ~�c and ~� 0c , where
~�c is the vector representation of node c when it plays the role of
itself, whereas ~� 0c denotes node c’s representation when it is taken
as a speci�c context of other nodes. For each has-a relation between
an item ni 2 V and a word nw 2 T , the conditional probability of
word nw generated by item ni is modeled as

P (nw | ni ) =
exp
⇣
~�
0|
nw · ~�ni

⌘

P
s 2T exp
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0|
ns · ~�ni

⌘ . (4)

Similarly, for each conceptually similar relation between two words,
nw 2 T and nw̌ 2 T , we have the conditional probability of word
w̌ given wordw as

P (nw̌ | nw ) =
exp
⇣
~�
0|
nw̌ · ~�nw

⌘

P
s 2T exp

⇣
~�
0|
ns · ~�nw

⌘ . (5)

To model neighborhood structures via the item-word and word-
word relations while preserving neighborhood proximity, for each
node nk , the conditional probabilities P ( · | nk ) described by a set
of low-dimensional representations should approximate the em-
pirical probabilities P̂ ( · | nk ). Here we follow the se�ing in [14] in
se�ing the empirical probability for P̂ (n` | nk ) equal to xk`/d (nk ),
in which xk` denotes the weight of the edge between nodes nk
and n` , and d (nk ) is the out-degree of node nk ; that is, d (nk ) =P
n� 2NB (nk ) xk� , where NB (nk ) is the set of the direct successors

of node nk . We proceed to minimize the following two objective
functions OE and OT to learn the embeddings of items and words,
respectively:

OE =
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, (6)

and
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, (7)

in which the Kullback-Leibler divergence DKL (·, ·) is adopted to
measure the di�erence between the two distributions. By omi�ing
some constants and addingOE andOT in Equations (6) and (7), the
objective function becomes
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where Ẽet = Eet [ Eet . Equation (8) is minimized with stochas-
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Gice: ICE Network

sea

beach

sand1

2 sea

beach

sand



SIGIR ’17                                                                                                                                                       CFDA&CLIP Labs

• Intuition: Maintain homogeneous neighborhood.

Modeling of neighborhood proximity
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• Jointly minimize the KL divergence of objective functions:
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Datasets: Real-world movie and music datasets

• IMDB (movie) dataset:

• Movie, plots, and genres

• KKBOX (music) dataset:

• Song and lyrics
ICE: Item Concept Embedding via Textual Information SIGIR ’17, August 07-11, 2017, Shinjuku, Tokyo, Japan

Table 1: Statistics of the two real-world datasets

IMDB KKBOX

# movies/songs 36,586 33,106
Average text length 65.0 215.24

Average # unique words 47.8 81.37
Vocabulary size 66,924 101,395
# single genres 28 -

# multi-label genres 915 -

3 EXPERIMENTS
We evaluate the performance of our proposed ICE approach on two
real-world datasets. Section 3.1 �rst provides the details of the two
datasets and the data processing conducted for the experiments.
We then describe the experimental se�ings in Section 3.2, including
the compared baselines and state-of-the-art methods, and the sta-
tistics of the constructed ICE information networks. Experimental
results on various classi�cation and retrieval tasks are provided in
Section 3.3, where some interesting cases are also discussed.

3.1 Datasets and Data Preprocessing
In the experiments, two real-world datasets are used to assess the
performance of the proposed ICE method, including one movie
dataset (denoted as IMDB) and one music dataset (denoted as
KKBOX, which is partially provided by a music-streaming com-
pany). Table 1 lists the statistics of the two data collections.

Below, we describe how we collect and process the datasets. �e
movie list of the IMDB dataset is that of the MovieLens 10/2016
Full datasets,3 and we crawl the descriptions and genres of each
movie from the IMDB website via the OMDB API.4 �en, we �lter
out those movies without any descriptions, resulting in total 36,586
movies out of the 40,110 ones of the original MovieLens dataset;
in average, the description of each movie contains around 65.0
words and 47.8 unique words. Moreover, there are 28 di�erent
single genres (e.g., horror and action) and 915 multi-label genres
(e.g., horror-action-thriller) in total. For the KKBOX dataset, the
music list is obtained from a commercial music-streaming company
consisting of 33,106 Chinese songs, and we crawl the lyrics of
each song for the following experiments. To process lyrics in the
dataset, we use the Jieba Chinese segmentation toolkit5 to conduct
the word segmentation. A�er the procedure, there are in average
215.24 words and 81.37 unique words in each song, and there are
in total 101,395 unique vocabularies, as shown in Table 1.

3.2 Experimental Setup
In our experiments, two di�erent types of tasks are conducted to
evaluate the performance of the proposed ICE approach, including
classi�cation task and retrieval task, the purpose of which is to
verify the quality of the representations learned by ICE. Below, we
describe the se�ings for each di�erent task, respectively.

3.2.1 Se�ings for the Classification Task. For the classi�cation
task, we conduct a multi-label genre classi�cation on the IMDB

3h�ps://grouplens.org/datasets/movielens/
4h�ps://www.omdbapi.com
5h�ps://github.com/fxsjy/jieba

dataset. �e classi�cation model is trained via the LIBSVM toolkit,6
and its input feature vectors are generated from 3 di�erent types
of document representation methods, which leverage the textual
information of the movie descriptions:

(1) BOW:�is is the traditional bag-of-words method for gen-
erating the word features for text classi�cation. In speci�c,
we use top tf-idf keywords of each movie description to
represent a movie and train the classi�cation models;

(2) BPT:�is is the baseline embedding method for learning
the representation of heterogeneous entities using a bi-
partite structure. In particular, we also use the top tf-idf
keywords and movies to construct a simple entity-text bi-
partite network, as de�ned in De�nition 2.1, and we use
network embedding techniques to learn the representation
of each movie for training the classi�cation models;

(3) ICE: �is is the proposed item concept embedding (ICE)
method for learning the representations of heterogeneous
entities. In speci�c, we also use the top tf-idf keywords and
movies to construct the ICE network. However, di�erent
from the simple bipartite structure, the ICE network con-
tains several careful designs, as described in Section 2.2, to
be�er learn the representation of each movie for training
the classi�cation models.

For the experiments of this task, 5-fold cross validation is applied
to verify the classi�cation performance in terms of three measures:
exact match ratio, micro-average and macro-average F-measures.

3.2.2 Se�ings for the Retrieval Tasks. For the retrieval tasks,
there are two kinds of retrievals: homogeneous (i.e., word-to-word
or item-to-item) and heterogeneous (i.e., item-to-word or word-to-
item). In addition to the traditional keyword-based retrieval, we
also conduct several methods based on embedding techniques for
a comprehensive comparison. Below, we describe the se�ings of
each retrieval method for the retrieval tasks:

(1) RAND: �is is the baseline method which selects items or
words randomly for each search task;

(2) KBR:�is is the traditional keyword-based retrievalmethod
for selecting items based on the given query. Note that the
traditional keyword-based retrieval method can only be
used for the word-to-item search task;

(3) AVGEMB: �is is the method which represents entities
using averaged word embeddings. In speci�c, we select top
tf-idf words of each movie description or song lyric, and
then average their word embeddings to represent themovie
or song. In our experiments, the word embeddings used
to represent entities in the IMDB dataset and the KKBOX
dataset are trained on the Google News dataset7 and the
Chinese Wikipedia archive8 using word2vec, respectively.
�e dimension of the word embedding vectors is set to 300;

(4) BPT:�is is the baseline embedding method for learning
the representation of heterogeneous entities using a bi-
partite structure. In particular, we also use the top tf-idf
keywords and all items to construct a bipartite network,
as de�ned in De�nition 2.1, and apply network embedding

6h�ps://www.csie.ntu.edu.tw/⇠cjlin/libsvm/
7h�ps://code.google.com/archive/p/word2vec/
8h�ps://dumps.wikimedia.org/zhwiki/latest/zhwiki-latest-pages-articles.xml.bz2

Genres: Action, Adventure, Fantasy 

稻香 — 周杰倫倫（Jay Chou）
 對 / 這個 / 世界 / 如果/ 你 / 有 / 太多 / 的 / 抱怨  
 跌倒 / 了了 / 就 / 不敢 / 繼續/ 往前 / 走
 為什什麼 / ⼈人 / 要 / 這麼 / 的 / 脆弱/ / 墮落落
 請 / 你 / 打開 / 電視 / 看看
 多少 / ⼈人 / 為 / ⽣生命 / 在 / 努⼒力力 / 勇敢 / 的 / 走 / 下去
 我們 / 是不是 / 該 / 知⾜足
 珍惜 / ⼀一切 /  就算 / 沒有 / 擁有
 …
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Experiment — Tasks and baselines

• Two types of tasks:
1. Homogeneous:

• Movie classification.
• Movie-to-movie retrieval.

2. Heterogeneous:
• Word-to-movie retrieval. (Ex: Using “Killer” in Thriller movies.)
• Movie-to-word retrieval.
• Word-to-song retrieval. (Ex: Using contextual words.)

• Baselines:
1. Traditional: Keyword-based (KBR), bag-of-words (BOW)
2. Embedding: Bipartite (BPT), average embedding (AVGEMB)

25
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Homogeneous: Movie genre classification

• Multi-label Movie Genre Classification (homogeneous):

W = # of rep words per item

exp = # of exp. words per concept word

26
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Table 3: Statistics of KKBOX information networks

BPT ICE (exp-3)

|W | 1 3 5 8 10 1 3 5 8 10

|V | 33,106 33,074 32,999 32,603 31,527 33,106 33,074 32,999 32,603 31,527
|T | 15,483 25,806 29,357 31,292 31,315 32,372 42,225 44,964 46,269 46,204
|Eet | 33,106 99,222 164,995 260,824 315,270 33,106 99,222 164,995 260,824 315,270
|Et t | - - - - - 120,368 184,133 204,942 215,861 215,780
|Eet | - - - - - 99,318 296,455 491,875 775,502 935,767
d ( ·) 1.4 3.4 5.3 8.2 10.0 7.7 15.4 22.1 31.8 37.7

Table 4: Movie genre classi�cation task

|W | = 10 |W | = 20

BOW BPT ICE (exp-3) ICE (exp-5) BOW BPT ICE (exp-3) ICE (exp-5)

Exact match ratio 0.136 0.160 0.156 0.157 0.162 0.182 0.182 0.181
Micro-average F-measure 0.365 0.401 0.408 0.410 0.415 0.464 0.462 0.463
Macro-average F-measure 0.087 0.166 0.170 0.170 0.156 0.229 0.223 0.222

(a) BPT with |W | = 20 (b) ICE (exp-5) with |W | = 20

Figure 4: Visualization of the Representations of the
Godzilla-related Movies and Two Related Keywords

AVGEMB (all) of averaging all word embeddings learned byword2vec,
which can be considered another competitive baseline for this task.
As shown in the table, in terms of average precision@50 and preci-
sion@100, the proposed ICE method can outperform all the com-
pared baselines. Although, for some genres, the performance of ICE
is only comparable with KBR and AVGEMB, for both action and
short movies, the proposed ICE approach outperforms all of the
baselines with a considerable amount. Note that for this heteroge-
neous word-to-movie retrieval task, BPT yields poor performance
compared to our ICE approach; the result is due to the straightfor-
ward bipartite network is appropriate for the tasks involving only
one type of entity, such as document classi�cation and item-to-item
retrieval, and fails for such a heterogeneous retrieval task.

Figure 4 visualizes an example to explain the phenomenon. In
the �gure, the red triangles represent Godzilla-related movies; the
two selected words: Japan and Godzilla, which are highly related to
the Godzilla-related movies, are denoted as cross and plus symbols,
respectively. As shown in the �gure, these two words are distant
from all Godzilla-related movies with BPT, whereas the proposed
ICE demonstrates an opposite outcome — the two words are close
to the highly correlated movies, which again shows the superior
ability of our ICE approach for the heterogeneous retrieval task.

3.3.3 Performance of the Word-to-Song Retrieval Task. We then
conduct another heterogeneous retrieval task — word-to-song re-
trieval — on the KKBOX music dataset. In the experiments, three
types of contextual keywords: mood, location, and time related
keywords, are used as our queries; we select the top 5 tf-idf words
for each category from our crawled song lyrics. Since we do not
have a relevancy ground truth for this retrieval task, we consider a
retrieved song as a relevant result on the following two conditions:
(1) the lyrics of the retrieved song contains the query word, or (2)
the song lyric contains at least one of the top k concept-similar
words of the query. Note that each query case has its own set of
relevant songs in our experiments.

Figures 5 and 6 report the results of the proposed ICE together
with the four comparing models (i.e., RAND, KBR, AVGEMB, and
BPT) with respect to the size of words used to describe a song (|W |).
Overall, both ICE and AVGEMB improve their performance as |W |
increases; however, BPT hardly retrieve any songs containing the
query word, which con�rms again that the embeddings learned
on the simple bipartite network is not appropriate for a hetero-
geneous retrieval. Note that in Figure 5, we do not compare the
performance of these models with KBR because its performance is
the upper bound of this task. For the case that songs with any of the
top 3 concept-similar words are considered relevant, the proposed
ICE approach generally outperforms the other four baseline meth-
ods, as shown in Figure 6. �e experiments in these two �gures
suggest that the word embeddings learned by ICE are capable of
retrieving the songs containing the given query and/or the query’s
concept-similar words, and thus the ICE method is e�ective for
heterogeneous retrieval on the basis that the items and the query
words are embedded by the textual information.

Table 6 tabulates the precision of each queryword, in which there
are �ve query words for each of the contexts. With Figures 5 and 6,
we can observe some interesting phenomenon in the experiments.
As shown in the table, for most of the queries, our ICE approach
obtains much be�er precision than both AVGEMB and BPT; that
is, in average, ICE achieves 0.533 and 0.201 for precision@100 in
the keyword and concept-similar word retrieval tasks, surpassing

• Increasing the number of concept words used to represent an item improves the 
performance of the item embedding.
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Comparable performance in homogeneous tasks 

• Multi-label Movie Genre Classification (homogeneous):

27

Table 3: Statistics of KKBOX information networks

BPT ICE (exp-3)

|W | 1 3 5 8 10 1 3 5 8 10

|V | 33,106 33,074 32,999 32,603 31,527 33,106 33,074 32,999 32,603 31,527
|T | 15,483 25,806 29,357 31,292 31,315 32,372 42,225 44,964 46,269 46,204
|Eet | 33,106 99,222 164,995 260,824 315,270 33,106 99,222 164,995 260,824 315,270
|Et t | - - - - - 120,368 184,133 204,942 215,861 215,780
|Eet | - - - - - 99,318 296,455 491,875 775,502 935,767
d ( ·) 1.4 3.4 5.3 8.2 10.0 7.7 15.4 22.1 31.8 37.7

Table 4: Movie genre classi�cation task

|W | = 10 |W | = 20

BOW BPT ICE (exp-3) ICE (exp-5) BOW BPT ICE (exp-3) ICE (exp-5)

Exact match ratio 0.136 0.160 0.156 0.157 0.162 0.182 0.182 0.181
Micro-average F-measure 0.365 0.401 0.408 0.410 0.415 0.464 0.462 0.463
Macro-average F-measure 0.087 0.166 0.170 0.170 0.156 0.229 0.223 0.222

(a) BPT with |W | = 20 (b) ICE (exp-5) with |W | = 20

Figure 4: Visualization of the Representations of the
Godzilla-related Movies and Two Related Keywords

AVGEMB (all) of averaging all word embeddings learned byword2vec,
which can be considered another competitive baseline for this task.
As shown in the table, in terms of average precision@50 and preci-
sion@100, the proposed ICE method can outperform all the com-
pared baselines. Although, for some genres, the performance of ICE
is only comparable with KBR and AVGEMB, for both action and
short movies, the proposed ICE approach outperforms all of the
baselines with a considerable amount. Note that for this heteroge-
neous word-to-movie retrieval task, BPT yields poor performance
compared to our ICE approach; the result is due to the straightfor-
ward bipartite network is appropriate for the tasks involving only
one type of entity, such as document classi�cation and item-to-item
retrieval, and fails for such a heterogeneous retrieval task.

Figure 4 visualizes an example to explain the phenomenon. In
the �gure, the red triangles represent Godzilla-related movies; the
two selected words: Japan and Godzilla, which are highly related to
the Godzilla-related movies, are denoted as cross and plus symbols,
respectively. As shown in the �gure, these two words are distant
from all Godzilla-related movies with BPT, whereas the proposed
ICE demonstrates an opposite outcome — the two words are close
to the highly correlated movies, which again shows the superior
ability of our ICE approach for the heterogeneous retrieval task.

3.3.3 Performance of the Word-to-Song Retrieval Task. We then
conduct another heterogeneous retrieval task — word-to-song re-
trieval — on the KKBOX music dataset. In the experiments, three
types of contextual keywords: mood, location, and time related
keywords, are used as our queries; we select the top 5 tf-idf words
for each category from our crawled song lyrics. Since we do not
have a relevancy ground truth for this retrieval task, we consider a
retrieved song as a relevant result on the following two conditions:
(1) the lyrics of the retrieved song contains the query word, or (2)
the song lyric contains at least one of the top k concept-similar
words of the query. Note that each query case has its own set of
relevant songs in our experiments.

Figures 5 and 6 report the results of the proposed ICE together
with the four comparing models (i.e., RAND, KBR, AVGEMB, and
BPT) with respect to the size of words used to describe a song (|W |).
Overall, both ICE and AVGEMB improve their performance as |W |
increases; however, BPT hardly retrieve any songs containing the
query word, which con�rms again that the embeddings learned
on the simple bipartite network is not appropriate for a hetero-
geneous retrieval. Note that in Figure 5, we do not compare the
performance of these models with KBR because its performance is
the upper bound of this task. For the case that songs with any of the
top 3 concept-similar words are considered relevant, the proposed
ICE approach generally outperforms the other four baseline meth-
ods, as shown in Figure 6. �e experiments in these two �gures
suggest that the word embeddings learned by ICE are capable of
retrieving the songs containing the given query and/or the query’s
concept-similar words, and thus the ICE method is e�ective for
heterogeneous retrieval on the basis that the items and the query
words are embedded by the textual information.

Table 6 tabulates the precision of each queryword, in which there
are �ve query words for each of the contexts. With Figures 5 and 6,
we can observe some interesting phenomenon in the experiments.
As shown in the table, for most of the queries, our ICE approach
obtains much be�er precision than both AVGEMB and BPT; that
is, in average, ICE achieves 0.533 and 0.201 for precision@100 in
the keyword and concept-similar word retrieval tasks, surpassing

≈ ≈≈ ≈

• ICE embeddings are suitable for homogeneous tasks.
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Heterogeneous: Word-to-movie retrieval

• Word-to-movie Retrieval (heterogeneous):SIGIR ’17, August 07-11, 2017, Shinjuku, Tokyo, Japan C.-J. Wang, T.-H. Wang, H.-W. Yang, B.-S. Chang, and M.-F. Tsai

Table 5: Word-to-movie retrieval task

|W | = 20 Horror �riller Western Action Short Sci-Fi Average
(3754/36586) (4636/36586) (751/36586) (5029/36586) (1094/36586) (2004/36586)

P@50

RAND 0.080 0.080 0.060 0.080 0.000 0.120 0.070
KBR 0.324 0.230 0.321 0.418 0.062 0.373 0.288

AVGEMB 0.322 0.212 0.316 0.406 0.092 0.392 0.290
AVGEMB (all) 0.324 0.225 0.304 0.366 0.089 0.401 0.285

BPT 0.096 0.104 0.010 0.154 0.032 0.086 0.080
ICE (exp-5) 0.354 0.204 0.294 0.444 0.142 0.392 0.305

P@100

RAND 0.050 0.100 0.030 0.110 0.000 0.060 0.058
KBR 0.327 0.224 0.236 0.395 0.057 0.307 0.258

AVGEMB 0.324 0.215 0.266 0.385 0.074 0.372 0.273
AVGEMB (all) 0.314 0.208 0.269 0.376 0.074 0.382 0.270

BPT 0.088 0.116 0.012 0.156 0.034 0.086 0.082
ICE (exp-5) 0.321 0.193 0.264 0.421 0.109 0.362 0.278

(a) (b) (c)

Figure 5: Word-to-song retrieval task (relevant songs: keyword included songs)

(a) (b) (c)

Figure 6: Word-to-song retrieval task (relevant songs: concept-similar words included songs)

those of the AVGEMB (0.239 and 0.186) and the BPT (0.017 and
0.037). Moreover, we can observe that it is relatively di�cult for
the location-based queries to retrieve songs containing the concept-
similar words, which is due to the fact that few location-based
songs exist in our datasets; for example, the query “?ì (room)”
has 3 expanded words, “t§ (bathroom)”, “0↵§ (basement)”,
and “Â§ (bedroom)”, but only 28 songs contain any of these three
concept-similar words in the KKBOX dataset.

Finally, we evaluate the proposed ICE in terms of precision and
diversity using ConceptNet10 (see Table 7). Given a keyword, we
use ConceptNet, a human-labeled semantic knowledge graph, to
obtain the keyword’s concept-similar words.11 On the basis of these
obtained concept-similar words, we consider the songs that contain
at least one concept-similar word relevant in our experiments; note

10h�p://conceptnet5.media.mit.edu
11In this experiments, we only selected 5 queries, whose corresponding concept-similar
words are greater than 10 and less than 40, for consideration. Note that we also remove
the one-character word in the set of concept-similar words.
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Table 3: Statistics of KKBOX information networks

BPT ICE (exp-3)

|W | 1 3 5 8 10 1 3 5 8 10

|V | 33,106 33,074 32,999 32,603 31,527 33,106 33,074 32,999 32,603 31,527
|T | 15,483 25,806 29,357 31,292 31,315 32,372 42,225 44,964 46,269 46,204
|Eet | 33,106 99,222 164,995 260,824 315,270 33,106 99,222 164,995 260,824 315,270
|Et t | - - - - - 120,368 184,133 204,942 215,861 215,780
|Eet | - - - - - 99,318 296,455 491,875 775,502 935,767
d ( ·) 1.4 3.4 5.3 8.2 10.0 7.7 15.4 22.1 31.8 37.7

Table 4: Movie genre classi�cation task

|W | = 10 |W | = 20

BOW BPT ICE (exp-3) ICE (exp-5) TF-IDF BPT ICE (exp-3) ICE (exp-5)

Exact match ratio 0.136 0.160 0.156 0.157 0.162 0.182 0.182 0.181
Micro-average F-measure 0.365 0.401 0.408 0.410 0.415 0.464 0.462 0.463
Macro-average F-measure 0.087 0.166 0.170 0.170 0.156 0.229 0.223 0.222

(a) BPT with |W | = 20 (b) ICE (exp-5) with |W | = 20

Figure 4: Visualization of the Representations of the
Godzilla-related Movies and Two Related Keywords

description (i.e., |W | = 20), we also conduct an experiment of
AVGEMB (all) of averaging all word embeddings learned byword2vec,
which can be considered another competitive baseline for this task.
As shown in the table, in terms of average precision@50 and preci-
sion@100, the proposed ICE method can outperform all the com-
pared baselines. Although, for some genres, the performance of ICE
is only comparable with KBR and AVGEMB, for both action and
short movies, the proposed ICE approach outperforms all of the
baselines with a considerable amount. Note that for this heteroge-
neous word-to-movie retrieval task, BPT yields poor performance
compared to our ICE approach; the result is due to the straightfor-
ward bipartite network is appropriate for the tasks involving only
one type of entity, such as document classi�cation and item-to-item
retrieval, and fails for such a heterogeneous retrieval task.

Figure 4 visualizes an example to explain the phenomenon. In
the �gure, the red triangles represent Godzilla-related movies; the
two selected words: Japan and Godzilla, which are highly related to
the Godzilla-related movies, are denoted as cross and plus symbols,
respectively. As shown in the �gure, these two words are distant
from all Godzilla-related movies with BPT, whereas the proposed
ICE demonstrates an opposite outcome — the two words are close
to the highly correlated movies, which again shows the superior
ability of our ICE approach for the heterogeneous retrieval task.

3.3.3 Performance of the Word-to-Song Retrieval Task. We then
conduct another heterogeneous retrieval task — word-to-song re-
trieval — on the KKBOX music dataset. In the experiments, three
types of contextual keywords: mood, location, and time related
keywords, are used as our queries; we select the top 5 tf-idf words
for each category from our crawled song lyrics. Since we do not
have a relevancy ground truth for this retrieval task, we consider a
retrieved song as a relevant result on the following two conditions:
(1) the lyrics of the retrieved song contains the query word, or (2)
the song lyric contains at least one of the top k concept-similar
words of the query. Note that each query case has its own set of
relevant songs in our experiments.

Figures 5 and 6 report the results of the proposed ICE together
with the four comparing models (i.e., RAND, KBR, AVGEMB, and
BPT) with respect to the size of words used to describe a song (|W |).
Overall, both ICE and AVGEMB improve their performance as |W |
increases; however, BPT hardly retrieve any songs containing the
query word, which con�rms again that the embeddings learned
on the simple bipartite network is not appropriate for a hetero-
geneous retrieval. Note that in Figure 5, we do not compare the
performance of these models with KBR because its performance is
the upper bound of this task. For the case that songs with any of the
top 3 concept-similar words are considered relevant, the proposed
ICE approach generally outperforms the other four baseline meth-
ods, as shown in Figure 6. �e experiments in these two �gures
suggest that the word embeddings learned by ICE are capable of
retrieving the songs containing the given query and/or the query’s
concept-similar words, and thus the ICE method is e�ective for
heterogeneous retrieval on the basis that the items and the query
words are embedded by the textual information.

Table 6 tabulates the precision of each queryword, in which there
are �ve query words for each of the contexts. With Figures 5 and 6,
we can observe some interesting phenomenon in the experiments.
As shown in the table, for most of the queries, our ICE approach
obtains much be�er precision than both AVGEMB and BPT; that
is, in average, ICE achieves 0.533 and 0.201 for precision@100 in
the keyword and concept-similar word retrieval tasks, surpassing

ICE: Item Concept Embedding via Textual Information SIGIR ’17, August 07-11, 2017, Shinjuku, Tokyo, Japan

Table 3: Statistics of KKBOX information networks

BPT ICE (exp-3)

|W | 1 3 5 8 10 1 3 5 8 10

|V | 33,106 33,074 32,999 32,603 31,527 33,106 33,074 32,999 32,603 31,527
|T | 15,483 25,806 29,357 31,292 31,315 32,372 42,225 44,964 46,269 46,204
|Eet | 33,106 99,222 164,995 260,824 315,270 33,106 99,222 164,995 260,824 315,270
|Et t | - - - - - 120,368 184,133 204,942 215,861 215,780
|Eet | - - - - - 99,318 296,455 491,875 775,502 935,767
d ( ·) 1.4 3.4 5.3 8.2 10.0 7.7 15.4 22.1 31.8 37.7

Table 4: Movie genre classi�cation task

|W | = 10 |W | = 20

BOW BPT ICE (exp-3) ICE (exp-5) TF-IDF BPT ICE (exp-3) ICE (exp-5)

Exact match ratio 0.136 0.160 0.156 0.157 0.162 0.182 0.182 0.181
Micro-average F-measure 0.365 0.401 0.408 0.410 0.415 0.464 0.462 0.463
Macro-average F-measure 0.087 0.166 0.170 0.170 0.156 0.229 0.223 0.222

(a) BPT with |W | = 20 (b) ICE (exp-5) with |W | = 20

Figure 4: Visualization of the Representations of the
Godzilla-related Movies and Two Related Keywords

description (i.e., |W | = 20), we also conduct an experiment of
AVGEMB (all) of averaging all word embeddings learned byword2vec,
which can be considered another competitive baseline for this task.
As shown in the table, in terms of average precision@50 and preci-
sion@100, the proposed ICE method can outperform all the com-
pared baselines. Although, for some genres, the performance of ICE
is only comparable with KBR and AVGEMB, for both action and
short movies, the proposed ICE approach outperforms all of the
baselines with a considerable amount. Note that for this heteroge-
neous word-to-movie retrieval task, BPT yields poor performance
compared to our ICE approach; the result is due to the straightfor-
ward bipartite network is appropriate for the tasks involving only
one type of entity, such as document classi�cation and item-to-item
retrieval, and fails for such a heterogeneous retrieval task.

Figure 4 visualizes an example to explain the phenomenon. In
the �gure, the red triangles represent Godzilla-related movies; the
two selected words: Japan and Godzilla, which are highly related to
the Godzilla-related movies, are denoted as cross and plus symbols,
respectively. As shown in the �gure, these two words are distant
from all Godzilla-related movies with BPT, whereas the proposed
ICE demonstrates an opposite outcome — the two words are close
to the highly correlated movies, which again shows the superior
ability of our ICE approach for the heterogeneous retrieval task.

3.3.3 Performance of the Word-to-Song Retrieval Task. We then
conduct another heterogeneous retrieval task — word-to-song re-
trieval — on the KKBOX music dataset. In the experiments, three
types of contextual keywords: mood, location, and time related
keywords, are used as our queries; we select the top 5 tf-idf words
for each category from our crawled song lyrics. Since we do not
have a relevancy ground truth for this retrieval task, we consider a
retrieved song as a relevant result on the following two conditions:
(1) the lyrics of the retrieved song contains the query word, or (2)
the song lyric contains at least one of the top k concept-similar
words of the query. Note that each query case has its own set of
relevant songs in our experiments.

Figures 5 and 6 report the results of the proposed ICE together
with the four comparing models (i.e., RAND, KBR, AVGEMB, and
BPT) with respect to the size of words used to describe a song (|W |).
Overall, both ICE and AVGEMB improve their performance as |W |
increases; however, BPT hardly retrieve any songs containing the
query word, which con�rms again that the embeddings learned
on the simple bipartite network is not appropriate for a hetero-
geneous retrieval. Note that in Figure 5, we do not compare the
performance of these models with KBR because its performance is
the upper bound of this task. For the case that songs with any of the
top 3 concept-similar words are considered relevant, the proposed
ICE approach generally outperforms the other four baseline meth-
ods, as shown in Figure 6. �e experiments in these two �gures
suggest that the word embeddings learned by ICE are capable of
retrieving the songs containing the given query and/or the query’s
concept-similar words, and thus the ICE method is e�ective for
heterogeneous retrieval on the basis that the items and the query
words are embedded by the textual information.

Table 6 tabulates the precision of each queryword, in which there
are �ve query words for each of the contexts. With Figures 5 and 6,
we can observe some interesting phenomenon in the experiments.
As shown in the table, for most of the queries, our ICE approach
obtains much be�er precision than both AVGEMB and BPT; that
is, in average, ICE achieves 0.533 and 0.201 for precision@100 in
the keyword and concept-similar word retrieval tasks, surpassing
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description (i.e., |W | = 20), we also conduct an experiment of
AVGEMB (all) of averaging all word embeddings learned byword2vec,
which can be considered another competitive baseline for this task.
As shown in the table, in terms of average precision@50 and preci-
sion@100, the proposed ICE method can outperform all the com-
pared baselines. Although, for some genres, the performance of ICE
is only comparable with KBR and AVGEMB, for both action and
short movies, the proposed ICE approach outperforms all of the
baselines with a considerable amount. Note that for this heteroge-
neous word-to-movie retrieval task, BPT yields poor performance
compared to our ICE approach; the result is due to the straightfor-
ward bipartite network is appropriate for the tasks involving only
one type of entity, such as document classi�cation and item-to-item
retrieval, and fails for such a heterogeneous retrieval task.

Figure 4 visualizes an example to explain the phenomenon. In
the �gure, the red triangles represent Godzilla-related movies; the
two selected words: Japan and Godzilla, which are highly related to
the Godzilla-related movies, are denoted as cross and plus symbols,
respectively. As shown in the �gure, these two words are distant
from all Godzilla-related movies with BPT, whereas the proposed
ICE demonstrates an opposite outcome — the two words are close
to the highly correlated movies, which again shows the superior
ability of our ICE approach for the heterogeneous retrieval task.

3.3.3 Performance of the Word-to-Song Retrieval Task. We then
conduct another heterogeneous retrieval task — word-to-song re-
trieval — on the KKBOX music dataset. In the experiments, three
types of contextual keywords: mood, location, and time related
keywords, are used as our queries; we select the top 5 tf-idf words
for each category from our crawled song lyrics. Since we do not
have a relevancy ground truth for this retrieval task, we consider a
retrieved song as a relevant result on the following two conditions:
(1) the lyrics of the retrieved song contains the query word, or (2)
the song lyric contains at least one of the top k concept-similar
words of the query. Note that each query case has its own set of
relevant songs in our experiments.

Figures 5 and 6 report the results of the proposed ICE together
with the four comparing models (i.e., RAND, KBR, AVGEMB, and
BPT) with respect to the size of words used to describe a song (|W |).
Overall, both ICE and AVGEMB improve their performance as |W |
increases; however, BPT hardly retrieve any songs containing the
query word, which con�rms again that the embeddings learned
on the simple bipartite network is not appropriate for a hetero-
geneous retrieval. Note that in Figure 5, we do not compare the
performance of these models with KBR because its performance is
the upper bound of this task. For the case that songs with any of the
top 3 concept-similar words are considered relevant, the proposed
ICE approach generally outperforms the other four baseline meth-
ods, as shown in Figure 6. �e experiments in these two �gures
suggest that the word embeddings learned by ICE are capable of
retrieving the songs containing the given query and/or the query’s
concept-similar words, and thus the ICE method is e�ective for
heterogeneous retrieval on the basis that the items and the query
words are embedded by the textual information.

Table 6 tabulates the precision of each queryword, in which there
are �ve query words for each of the contexts. With Figures 5 and 6,
we can observe some interesting phenomenon in the experiments.
As shown in the table, for most of the queries, our ICE approach
obtains much be�er precision than both AVGEMB and BPT; that
is, in average, ICE achieves 0.533 and 0.201 for precision@100 in
the keyword and concept-similar word retrieval tasks, surpassing
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description (i.e., |W | = 20), we also conduct an experiment of
AVGEMB (all) of averaging all word embeddings learned byword2vec,
which can be considered another competitive baseline for this task.
As shown in the table, in terms of average precision@50 and preci-
sion@100, the proposed ICE method can outperform all the com-
pared baselines. Although, for some genres, the performance of ICE
is only comparable with KBR and AVGEMB, for both action and
short movies, the proposed ICE approach outperforms all of the
baselines with a considerable amount. Note that for this heteroge-
neous word-to-movie retrieval task, BPT yields poor performance
compared to our ICE approach; the result is due to the straightfor-
ward bipartite network is appropriate for the tasks involving only
one type of entity, such as document classi�cation and item-to-item
retrieval, and fails for such a heterogeneous retrieval task.

Figure 4 visualizes an example to explain the phenomenon. In
the �gure, the red triangles represent Godzilla-related movies; the
two selected words: Japan and Godzilla, which are highly related to
the Godzilla-related movies, are denoted as cross and plus symbols,
respectively. As shown in the �gure, these two words are distant
from all Godzilla-related movies with BPT, whereas the proposed
ICE demonstrates an opposite outcome — the two words are close
to the highly correlated movies, which again shows the superior
ability of our ICE approach for the heterogeneous retrieval task.
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for each category from our crawled song lyrics. Since we do not
have a relevancy ground truth for this retrieval task, we consider a
retrieved song as a relevant result on the following two conditions:
(1) the lyrics of the retrieved song contains the query word, or (2)
the song lyric contains at least one of the top k concept-similar
words of the query. Note that each query case has its own set of
relevant songs in our experiments.

Figures 5 and 6 report the results of the proposed ICE together
with the four comparing models (i.e., RAND, KBR, AVGEMB, and
BPT) with respect to the size of words used to describe a song (|W |).
Overall, both ICE and AVGEMB improve their performance as |W |
increases; however, BPT hardly retrieve any songs containing the
query word, which con�rms again that the embeddings learned
on the simple bipartite network is not appropriate for a hetero-
geneous retrieval. Note that in Figure 5, we do not compare the
performance of these models with KBR because its performance is
the upper bound of this task. For the case that songs with any of the
top 3 concept-similar words are considered relevant, the proposed
ICE approach generally outperforms the other four baseline meth-
ods, as shown in Figure 6. �e experiments in these two �gures
suggest that the word embeddings learned by ICE are capable of
retrieving the songs containing the given query and/or the query’s
concept-similar words, and thus the ICE method is e�ective for
heterogeneous retrieval on the basis that the items and the query
words are embedded by the textual information.

Table 6 tabulates the precision of each queryword, in which there
are �ve query words for each of the contexts. With Figures 5 and 6,
we can observe some interesting phenomenon in the experiments.
As shown in the table, for most of the queries, our ICE approach
obtains much be�er precision than both AVGEMB and BPT; that
is, in average, ICE achieves 0.533 and 0.201 for precision@100 in
the keyword and concept-similar word retrieval tasks, surpassing
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description (i.e., |W | = 20), we also conduct an experiment of
AVGEMB (all) of averaging all word embeddings learned byword2vec,
which can be considered another competitive baseline for this task.
As shown in the table, in terms of average precision@50 and preci-
sion@100, the proposed ICE method can outperform all the com-
pared baselines. Although, for some genres, the performance of ICE
is only comparable with KBR and AVGEMB, for both action and
short movies, the proposed ICE approach outperforms all of the
baselines with a considerable amount. Note that for this heteroge-
neous word-to-movie retrieval task, BPT yields poor performance
compared to our ICE approach; the result is due to the straightfor-
ward bipartite network is appropriate for the tasks involving only
one type of entity, such as document classi�cation and item-to-item
retrieval, and fails for such a heterogeneous retrieval task.

Figure 4 visualizes an example to explain the phenomenon. In
the �gure, the red triangles represent Godzilla-related movies; the
two selected words: Japan and Godzilla, which are highly related to
the Godzilla-related movies, are denoted as cross and plus symbols,
respectively. As shown in the �gure, these two words are distant
from all Godzilla-related movies with BPT, whereas the proposed
ICE demonstrates an opposite outcome — the two words are close
to the highly correlated movies, which again shows the superior
ability of our ICE approach for the heterogeneous retrieval task.

3.3.3 Performance of the Word-to-Song Retrieval Task. We then
conduct another heterogeneous retrieval task — word-to-song re-
trieval — on the KKBOX music dataset. In the experiments, three
types of contextual keywords: mood, location, and time related
keywords, are used as our queries; we select the top 5 tf-idf words
for each category from our crawled song lyrics. Since we do not
have a relevancy ground truth for this retrieval task, we consider a
retrieved song as a relevant result on the following two conditions:
(1) the lyrics of the retrieved song contains the query word, or (2)
the song lyric contains at least one of the top k concept-similar
words of the query. Note that each query case has its own set of
relevant songs in our experiments.

Figures 5 and 6 report the results of the proposed ICE together
with the four comparing models (i.e., RAND, KBR, AVGEMB, and
BPT) with respect to the size of words used to describe a song (|W |).
Overall, both ICE and AVGEMB improve their performance as |W |
increases; however, BPT hardly retrieve any songs containing the
query word, which con�rms again that the embeddings learned
on the simple bipartite network is not appropriate for a hetero-
geneous retrieval. Note that in Figure 5, we do not compare the
performance of these models with KBR because its performance is
the upper bound of this task. For the case that songs with any of the
top 3 concept-similar words are considered relevant, the proposed
ICE approach generally outperforms the other four baseline meth-
ods, as shown in Figure 6. �e experiments in these two �gures
suggest that the word embeddings learned by ICE are capable of
retrieving the songs containing the given query and/or the query’s
concept-similar words, and thus the ICE method is e�ective for
heterogeneous retrieval on the basis that the items and the query
words are embedded by the textual information.

Table 6 tabulates the precision of each queryword, in which there
are �ve query words for each of the contexts. With Figures 5 and 6,
we can observe some interesting phenomenon in the experiments.
As shown in the table, for most of the queries, our ICE approach
obtains much be�er precision than both AVGEMB and BPT; that
is, in average, ICE achieves 0.533 and 0.201 for precision@100 in
the keyword and concept-similar word retrieval tasks, surpassing
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description (i.e., |W | = 20), we also conduct an experiment of
AVGEMB (all) of averaging all word embeddings learned byword2vec,
which can be considered another competitive baseline for this task.
As shown in the table, in terms of average precision@50 and preci-
sion@100, the proposed ICE method can outperform all the com-
pared baselines. Although, for some genres, the performance of ICE
is only comparable with KBR and AVGEMB, for both action and
short movies, the proposed ICE approach outperforms all of the
baselines with a considerable amount. Note that for this heteroge-
neous word-to-movie retrieval task, BPT yields poor performance
compared to our ICE approach; the result is due to the straightfor-
ward bipartite network is appropriate for the tasks involving only
one type of entity, such as document classi�cation and item-to-item
retrieval, and fails for such a heterogeneous retrieval task.

Figure 4 visualizes an example to explain the phenomenon. In
the �gure, the red triangles represent Godzilla-related movies; the
two selected words: Japan and Godzilla, which are highly related to
the Godzilla-related movies, are denoted as cross and plus symbols,
respectively. As shown in the �gure, these two words are distant
from all Godzilla-related movies with BPT, whereas the proposed
ICE demonstrates an opposite outcome — the two words are close
to the highly correlated movies, which again shows the superior
ability of our ICE approach for the heterogeneous retrieval task.

3.3.3 Performance of the Word-to-Song Retrieval Task. We then
conduct another heterogeneous retrieval task — word-to-song re-
trieval — on the KKBOX music dataset. In the experiments, three
types of contextual keywords: mood, location, and time related
keywords, are used as our queries; we select the top 5 tf-idf words
for each category from our crawled song lyrics. Since we do not
have a relevancy ground truth for this retrieval task, we consider a
retrieved song as a relevant result on the following two conditions:
(1) the lyrics of the retrieved song contains the query word, or (2)
the song lyric contains at least one of the top k concept-similar
words of the query. Note that each query case has its own set of
relevant songs in our experiments.

Figures 5 and 6 report the results of the proposed ICE together
with the four comparing models (i.e., RAND, KBR, AVGEMB, and
BPT) with respect to the size of words used to describe a song (|W |).
Overall, both ICE and AVGEMB improve their performance as |W |
increases; however, BPT hardly retrieve any songs containing the
query word, which con�rms again that the embeddings learned
on the simple bipartite network is not appropriate for a hetero-
geneous retrieval. Note that in Figure 5, we do not compare the
performance of these models with KBR because its performance is
the upper bound of this task. For the case that songs with any of the
top 3 concept-similar words are considered relevant, the proposed
ICE approach generally outperforms the other four baseline meth-
ods, as shown in Figure 6. �e experiments in these two �gures
suggest that the word embeddings learned by ICE are capable of
retrieving the songs containing the given query and/or the query’s
concept-similar words, and thus the ICE method is e�ective for
heterogeneous retrieval on the basis that the items and the query
words are embedded by the textual information.

Table 6 tabulates the precision of each queryword, in which there
are �ve query words for each of the contexts. With Figures 5 and 6,
we can observe some interesting phenomenon in the experiments.
As shown in the table, for most of the queries, our ICE approach
obtains much be�er precision than both AVGEMB and BPT; that
is, in average, ICE achieves 0.533 and 0.201 for precision@100 in
the keyword and concept-similar word retrieval tasks, surpassing
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description (i.e., |W | = 20), we also conduct an experiment of
AVGEMB (all) of averaging all word embeddings learned byword2vec,
which can be considered another competitive baseline for this task.
As shown in the table, in terms of average precision@50 and preci-
sion@100, the proposed ICE method can outperform all the com-
pared baselines. Although, for some genres, the performance of ICE
is only comparable with KBR and AVGEMB, for both action and
short movies, the proposed ICE approach outperforms all of the
baselines with a considerable amount. Note that for this heteroge-
neous word-to-movie retrieval task, BPT yields poor performance
compared to our ICE approach; the result is due to the straightfor-
ward bipartite network is appropriate for the tasks involving only
one type of entity, such as document classi�cation and item-to-item
retrieval, and fails for such a heterogeneous retrieval task.

Figure 4 visualizes an example to explain the phenomenon. In
the �gure, the red triangles represent Godzilla-related movies; the
two selected words: Japan and Godzilla, which are highly related to
the Godzilla-related movies, are denoted as cross and plus symbols,
respectively. As shown in the �gure, these two words are distant
from all Godzilla-related movies with BPT, whereas the proposed
ICE demonstrates an opposite outcome — the two words are close
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ability of our ICE approach for the heterogeneous retrieval task.
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words of the query. Note that each query case has its own set of
relevant songs in our experiments.
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with the four comparing models (i.e., RAND, KBR, AVGEMB, and
BPT) with respect to the size of words used to describe a song (|W |).
Overall, both ICE and AVGEMB improve their performance as |W |
increases; however, BPT hardly retrieve any songs containing the
query word, which con�rms again that the embeddings learned
on the simple bipartite network is not appropriate for a hetero-
geneous retrieval. Note that in Figure 5, we do not compare the
performance of these models with KBR because its performance is
the upper bound of this task. For the case that songs with any of the
top 3 concept-similar words are considered relevant, the proposed
ICE approach generally outperforms the other four baseline meth-
ods, as shown in Figure 6. �e experiments in these two �gures
suggest that the word embeddings learned by ICE are capable of
retrieving the songs containing the given query and/or the query’s
concept-similar words, and thus the ICE method is e�ective for
heterogeneous retrieval on the basis that the items and the query
words are embedded by the textual information.

Table 6 tabulates the precision of each queryword, in which there
are �ve query words for each of the contexts. With Figures 5 and 6,
we can observe some interesting phenomenon in the experiments.
As shown in the table, for most of the queries, our ICE approach
obtains much be�er precision than both AVGEMB and BPT; that
is, in average, ICE achieves 0.533 and 0.201 for precision@100 in
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description (i.e., |W | = 20), we also conduct an experiment of
AVGEMB (all) of averaging all word embeddings learned byword2vec,
which can be considered another competitive baseline for this task.
As shown in the table, in terms of average precision@50 and preci-
sion@100, the proposed ICE method can outperform all the com-
pared baselines. Although, for some genres, the performance of ICE
is only comparable with KBR and AVGEMB, for both action and
short movies, the proposed ICE approach outperforms all of the
baselines with a considerable amount. Note that for this heteroge-
neous word-to-movie retrieval task, BPT yields poor performance
compared to our ICE approach; the result is due to the straightfor-
ward bipartite network is appropriate for the tasks involving only
one type of entity, such as document classi�cation and item-to-item
retrieval, and fails for such a heterogeneous retrieval task.

Figure 4 visualizes an example to explain the phenomenon. In
the �gure, the red triangles represent Godzilla-related movies; the
two selected words: Japan and Godzilla, which are highly related to
the Godzilla-related movies, are denoted as cross and plus symbols,
respectively. As shown in the �gure, these two words are distant
from all Godzilla-related movies with BPT, whereas the proposed
ICE demonstrates an opposite outcome — the two words are close
to the highly correlated movies, which again shows the superior
ability of our ICE approach for the heterogeneous retrieval task.

3.3.3 Performance of the Word-to-Song Retrieval Task. We then
conduct another heterogeneous retrieval task — word-to-song re-
trieval — on the KKBOX music dataset. In the experiments, three
types of contextual keywords: mood, location, and time related
keywords, are used as our queries; we select the top 5 tf-idf words
for each category from our crawled song lyrics. Since we do not
have a relevancy ground truth for this retrieval task, we consider a
retrieved song as a relevant result on the following two conditions:
(1) the lyrics of the retrieved song contains the query word, or (2)
the song lyric contains at least one of the top k concept-similar
words of the query. Note that each query case has its own set of
relevant songs in our experiments.

Figures 5 and 6 report the results of the proposed ICE together
with the four comparing models (i.e., RAND, KBR, AVGEMB, and
BPT) with respect to the size of words used to describe a song (|W |).
Overall, both ICE and AVGEMB improve their performance as |W |
increases; however, BPT hardly retrieve any songs containing the
query word, which con�rms again that the embeddings learned
on the simple bipartite network is not appropriate for a hetero-
geneous retrieval. Note that in Figure 5, we do not compare the
performance of these models with KBR because its performance is
the upper bound of this task. For the case that songs with any of the
top 3 concept-similar words are considered relevant, the proposed
ICE approach generally outperforms the other four baseline meth-
ods, as shown in Figure 6. �e experiments in these two �gures
suggest that the word embeddings learned by ICE are capable of
retrieving the songs containing the given query and/or the query’s
concept-similar words, and thus the ICE method is e�ective for
heterogeneous retrieval on the basis that the items and the query
words are embedded by the textual information.

Table 6 tabulates the precision of each queryword, in which there
are �ve query words for each of the contexts. With Figures 5 and 6,
we can observe some interesting phenomenon in the experiments.
As shown in the table, for most of the queries, our ICE approach
obtains much be�er precision than both AVGEMB and BPT; that
is, in average, ICE achieves 0.533 and 0.201 for precision@100 in
the keyword and concept-similar word retrieval tasks, surpassing

ICE: Item Concept Embedding via Textual Information SIGIR ’17, August 07-11, 2017, Shinjuku, Tokyo, Japan

Table 3: Statistics of KKBOX information networks

BPT ICE (exp-3)

|W | 1 3 5 8 10 1 3 5 8 10

|V | 33,106 33,074 32,999 32,603 31,527 33,106 33,074 32,999 32,603 31,527
|T | 15,483 25,806 29,357 31,292 31,315 32,372 42,225 44,964 46,269 46,204
|Eet | 33,106 99,222 164,995 260,824 315,270 33,106 99,222 164,995 260,824 315,270
|Et t | - - - - - 120,368 184,133 204,942 215,861 215,780
|Eet | - - - - - 99,318 296,455 491,875 775,502 935,767
d ( ·) 1.4 3.4 5.3 8.2 10.0 7.7 15.4 22.1 31.8 37.7

Table 4: Movie genre classi�cation task

|W | = 10 |W | = 20

BOW BPT ICE (exp-3) ICE (exp-5) TF-IDF BPT ICE (exp-3) ICE (exp-5)

Exact match ratio 0.136 0.160 0.156 0.157 0.162 0.182 0.182 0.181
Micro-average F-measure 0.365 0.401 0.408 0.410 0.415 0.464 0.462 0.463
Macro-average F-measure 0.087 0.166 0.170 0.170 0.156 0.229 0.223 0.222

(a) BPT with |W | = 20 (b) ICE (exp-5) with |W | = 20
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description (i.e., |W | = 20), we also conduct an experiment of
AVGEMB (all) of averaging all word embeddings learned byword2vec,
which can be considered another competitive baseline for this task.
As shown in the table, in terms of average precision@50 and preci-
sion@100, the proposed ICE method can outperform all the com-
pared baselines. Although, for some genres, the performance of ICE
is only comparable with KBR and AVGEMB, for both action and
short movies, the proposed ICE approach outperforms all of the
baselines with a considerable amount. Note that for this heteroge-
neous word-to-movie retrieval task, BPT yields poor performance
compared to our ICE approach; the result is due to the straightfor-
ward bipartite network is appropriate for the tasks involving only
one type of entity, such as document classi�cation and item-to-item
retrieval, and fails for such a heterogeneous retrieval task.

Figure 4 visualizes an example to explain the phenomenon. In
the �gure, the red triangles represent Godzilla-related movies; the
two selected words: Japan and Godzilla, which are highly related to
the Godzilla-related movies, are denoted as cross and plus symbols,
respectively. As shown in the �gure, these two words are distant
from all Godzilla-related movies with BPT, whereas the proposed
ICE demonstrates an opposite outcome — the two words are close
to the highly correlated movies, which again shows the superior
ability of our ICE approach for the heterogeneous retrieval task.

3.3.3 Performance of the Word-to-Song Retrieval Task. We then
conduct another heterogeneous retrieval task — word-to-song re-
trieval — on the KKBOX music dataset. In the experiments, three
types of contextual keywords: mood, location, and time related
keywords, are used as our queries; we select the top 5 tf-idf words
for each category from our crawled song lyrics. Since we do not
have a relevancy ground truth for this retrieval task, we consider a
retrieved song as a relevant result on the following two conditions:
(1) the lyrics of the retrieved song contains the query word, or (2)
the song lyric contains at least one of the top k concept-similar
words of the query. Note that each query case has its own set of
relevant songs in our experiments.

Figures 5 and 6 report the results of the proposed ICE together
with the four comparing models (i.e., RAND, KBR, AVGEMB, and
BPT) with respect to the size of words used to describe a song (|W |).
Overall, both ICE and AVGEMB improve their performance as |W |
increases; however, BPT hardly retrieve any songs containing the
query word, which con�rms again that the embeddings learned
on the simple bipartite network is not appropriate for a hetero-
geneous retrieval. Note that in Figure 5, we do not compare the
performance of these models with KBR because its performance is
the upper bound of this task. For the case that songs with any of the
top 3 concept-similar words are considered relevant, the proposed
ICE approach generally outperforms the other four baseline meth-
ods, as shown in Figure 6. �e experiments in these two �gures
suggest that the word embeddings learned by ICE are capable of
retrieving the songs containing the given query and/or the query’s
concept-similar words, and thus the ICE method is e�ective for
heterogeneous retrieval on the basis that the items and the query
words are embedded by the textual information.

Table 6 tabulates the precision of each queryword, in which there
are �ve query words for each of the contexts. With Figures 5 and 6,
we can observe some interesting phenomenon in the experiments.
As shown in the table, for most of the queries, our ICE approach
obtains much be�er precision than both AVGEMB and BPT; that
is, in average, ICE achieves 0.533 and 0.201 for precision@100 in
the keyword and concept-similar word retrieval tasks, surpassing
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description (i.e., |W | = 20), we also conduct an experiment of
AVGEMB (all) of averaging all word embeddings learned byword2vec,
which can be considered another competitive baseline for this task.
As shown in the table, in terms of average precision@50 and preci-
sion@100, the proposed ICE method can outperform all the com-
pared baselines. Although, for some genres, the performance of ICE
is only comparable with KBR and AVGEMB, for both action and
short movies, the proposed ICE approach outperforms all of the
baselines with a considerable amount. Note that for this heteroge-
neous word-to-movie retrieval task, BPT yields poor performance
compared to our ICE approach; the result is due to the straightfor-
ward bipartite network is appropriate for the tasks involving only
one type of entity, such as document classi�cation and item-to-item
retrieval, and fails for such a heterogeneous retrieval task.

Figure 4 visualizes an example to explain the phenomenon. In
the �gure, the red triangles represent Godzilla-related movies; the
two selected words: Japan and Godzilla, which are highly related to
the Godzilla-related movies, are denoted as cross and plus symbols,
respectively. As shown in the �gure, these two words are distant
from all Godzilla-related movies with BPT, whereas the proposed
ICE demonstrates an opposite outcome — the two words are close
to the highly correlated movies, which again shows the superior
ability of our ICE approach for the heterogeneous retrieval task.

3.3.3 Performance of the Word-to-Song Retrieval Task. We then
conduct another heterogeneous retrieval task — word-to-song re-
trieval — on the KKBOX music dataset. In the experiments, three
types of contextual keywords: mood, location, and time related
keywords, are used as our queries; we select the top 5 tf-idf words
for each category from our crawled song lyrics. Since we do not
have a relevancy ground truth for this retrieval task, we consider a
retrieved song as a relevant result on the following two conditions:
(1) the lyrics of the retrieved song contains the query word, or (2)
the song lyric contains at least one of the top k concept-similar
words of the query. Note that each query case has its own set of
relevant songs in our experiments.

Figures 5 and 6 report the results of the proposed ICE together
with the four comparing models (i.e., RAND, KBR, AVGEMB, and
BPT) with respect to the size of words used to describe a song (|W |).
Overall, both ICE and AVGEMB improve their performance as |W |
increases; however, BPT hardly retrieve any songs containing the
query word, which con�rms again that the embeddings learned
on the simple bipartite network is not appropriate for a hetero-
geneous retrieval. Note that in Figure 5, we do not compare the
performance of these models with KBR because its performance is
the upper bound of this task. For the case that songs with any of the
top 3 concept-similar words are considered relevant, the proposed
ICE approach generally outperforms the other four baseline meth-
ods, as shown in Figure 6. �e experiments in these two �gures
suggest that the word embeddings learned by ICE are capable of
retrieving the songs containing the given query and/or the query’s
concept-similar words, and thus the ICE method is e�ective for
heterogeneous retrieval on the basis that the items and the query
words are embedded by the textual information.

Table 6 tabulates the precision of each queryword, in which there
are �ve query words for each of the contexts. With Figures 5 and 6,
we can observe some interesting phenomenon in the experiments.
As shown in the table, for most of the queries, our ICE approach
obtains much be�er precision than both AVGEMB and BPT; that
is, in average, ICE achieves 0.533 and 0.201 for precision@100 in
the keyword and concept-similar word retrieval tasks, surpassing
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description (i.e., |W | = 20), we also conduct an experiment of
AVGEMB (all) of averaging all word embeddings learned byword2vec,
which can be considered another competitive baseline for this task.
As shown in the table, in terms of average precision@50 and preci-
sion@100, the proposed ICE method can outperform all the com-
pared baselines. Although, for some genres, the performance of ICE
is only comparable with KBR and AVGEMB, for both action and
short movies, the proposed ICE approach outperforms all of the
baselines with a considerable amount. Note that for this heteroge-
neous word-to-movie retrieval task, BPT yields poor performance
compared to our ICE approach; the result is due to the straightfor-
ward bipartite network is appropriate for the tasks involving only
one type of entity, such as document classi�cation and item-to-item
retrieval, and fails for such a heterogeneous retrieval task.

Figure 4 visualizes an example to explain the phenomenon. In
the �gure, the red triangles represent Godzilla-related movies; the
two selected words: Japan and Godzilla, which are highly related to
the Godzilla-related movies, are denoted as cross and plus symbols,
respectively. As shown in the �gure, these two words are distant
from all Godzilla-related movies with BPT, whereas the proposed
ICE demonstrates an opposite outcome — the two words are close
to the highly correlated movies, which again shows the superior
ability of our ICE approach for the heterogeneous retrieval task.

3.3.3 Performance of the Word-to-Song Retrieval Task. We then
conduct another heterogeneous retrieval task — word-to-song re-
trieval — on the KKBOX music dataset. In the experiments, three
types of contextual keywords: mood, location, and time related
keywords, are used as our queries; we select the top 5 tf-idf words
for each category from our crawled song lyrics. Since we do not
have a relevancy ground truth for this retrieval task, we consider a
retrieved song as a relevant result on the following two conditions:
(1) the lyrics of the retrieved song contains the query word, or (2)
the song lyric contains at least one of the top k concept-similar
words of the query. Note that each query case has its own set of
relevant songs in our experiments.

Figures 5 and 6 report the results of the proposed ICE together
with the four comparing models (i.e., RAND, KBR, AVGEMB, and
BPT) with respect to the size of words used to describe a song (|W |).
Overall, both ICE and AVGEMB improve their performance as |W |
increases; however, BPT hardly retrieve any songs containing the
query word, which con�rms again that the embeddings learned
on the simple bipartite network is not appropriate for a hetero-
geneous retrieval. Note that in Figure 5, we do not compare the
performance of these models with KBR because its performance is
the upper bound of this task. For the case that songs with any of the
top 3 concept-similar words are considered relevant, the proposed
ICE approach generally outperforms the other four baseline meth-
ods, as shown in Figure 6. �e experiments in these two �gures
suggest that the word embeddings learned by ICE are capable of
retrieving the songs containing the given query and/or the query’s
concept-similar words, and thus the ICE method is e�ective for
heterogeneous retrieval on the basis that the items and the query
words are embedded by the textual information.

Table 6 tabulates the precision of each queryword, in which there
are �ve query words for each of the contexts. With Figures 5 and 6,
we can observe some interesting phenomenon in the experiments.
As shown in the table, for most of the queries, our ICE approach
obtains much be�er precision than both AVGEMB and BPT; that
is, in average, ICE achieves 0.533 and 0.201 for precision@100 in
the keyword and concept-similar word retrieval tasks, surpassing
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description (i.e., |W | = 20), we also conduct an experiment of
AVGEMB (all) of averaging all word embeddings learned byword2vec,
which can be considered another competitive baseline for this task.
As shown in the table, in terms of average precision@50 and preci-
sion@100, the proposed ICE method can outperform all the com-
pared baselines. Although, for some genres, the performance of ICE
is only comparable with KBR and AVGEMB, for both action and
short movies, the proposed ICE approach outperforms all of the
baselines with a considerable amount. Note that for this heteroge-
neous word-to-movie retrieval task, BPT yields poor performance
compared to our ICE approach; the result is due to the straightfor-
ward bipartite network is appropriate for the tasks involving only
one type of entity, such as document classi�cation and item-to-item
retrieval, and fails for such a heterogeneous retrieval task.

Figure 4 visualizes an example to explain the phenomenon. In
the �gure, the red triangles represent Godzilla-related movies; the
two selected words: Japan and Godzilla, which are highly related to
the Godzilla-related movies, are denoted as cross and plus symbols,
respectively. As shown in the �gure, these two words are distant
from all Godzilla-related movies with BPT, whereas the proposed
ICE demonstrates an opposite outcome — the two words are close
to the highly correlated movies, which again shows the superior
ability of our ICE approach for the heterogeneous retrieval task.

3.3.3 Performance of the Word-to-Song Retrieval Task. We then
conduct another heterogeneous retrieval task — word-to-song re-
trieval — on the KKBOX music dataset. In the experiments, three
types of contextual keywords: mood, location, and time related
keywords, are used as our queries; we select the top 5 tf-idf words
for each category from our crawled song lyrics. Since we do not
have a relevancy ground truth for this retrieval task, we consider a
retrieved song as a relevant result on the following two conditions:
(1) the lyrics of the retrieved song contains the query word, or (2)
the song lyric contains at least one of the top k concept-similar
words of the query. Note that each query case has its own set of
relevant songs in our experiments.

Figures 5 and 6 report the results of the proposed ICE together
with the four comparing models (i.e., RAND, KBR, AVGEMB, and
BPT) with respect to the size of words used to describe a song (|W |).
Overall, both ICE and AVGEMB improve their performance as |W |
increases; however, BPT hardly retrieve any songs containing the
query word, which con�rms again that the embeddings learned
on the simple bipartite network is not appropriate for a hetero-
geneous retrieval. Note that in Figure 5, we do not compare the
performance of these models with KBR because its performance is
the upper bound of this task. For the case that songs with any of the
top 3 concept-similar words are considered relevant, the proposed
ICE approach generally outperforms the other four baseline meth-
ods, as shown in Figure 6. �e experiments in these two �gures
suggest that the word embeddings learned by ICE are capable of
retrieving the songs containing the given query and/or the query’s
concept-similar words, and thus the ICE method is e�ective for
heterogeneous retrieval on the basis that the items and the query
words are embedded by the textual information.

Table 6 tabulates the precision of each queryword, in which there
are �ve query words for each of the contexts. With Figures 5 and 6,
we can observe some interesting phenomenon in the experiments.
As shown in the table, for most of the queries, our ICE approach
obtains much be�er precision than both AVGEMB and BPT; that
is, in average, ICE achieves 0.533 and 0.201 for precision@100 in
the keyword and concept-similar word retrieval tasks, surpassing

Movies flock to concepts with high similarity
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• ICE concept embeddings can retrieve movies of similar concepts, and vice versa.
• Therefore, ICE embeddings are suitable for heterogeneous tasks.
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Table 6: Performance comparison on the 15 keywords

|W | = 10 Keyword Concept-similar word

P@100 P@100

�ery # keyword songs BPT AVGEMB ICE (exp-3) # concept-similar songs BPT AVGEMB ICE (exp-3)

M
oo

d

1= (lost) 516 0.000 0.160 0.470 403 0.030 0.120 0.050
√€ (heartache) 824 0.050 0.080 0.250 4,075 0.170 0.500 0.610
Ûı (pining) 1,729 0.050 0.250 0.700 1,176 0.080 0.180 0.060
Ò� (a�ectionate) 380 0.000 0.090 0.550 442 0.020 0.110 0.250
„N (sad) 1678 0.040 0.200 0.530 1,781 0.080 0.320 0.070

Lo
ca
tio

n

fi∂ (home) 934 0.040 0.310 0.900 1,190 0.020 0.340 0.160
?ì (room) 610 0.000 0.420 0.510 28 0.000 0.010 0.060
wä (seaside) 264 0.000 0.230 0.360 91 0.000 0.070 0.080
k  (train) 151 0.010 0.330 0.510 20 0.000 0.040 0.020
±✓ (garden) 139 0.000 0.160 0.390 2 0.000 0.000 0.000

Ti
m
e

�} (dusk) 387 0.010 0.180 0.360 307 0.020 0.100 0.070
Â˙ (sunrise) 240 0.000 0.290 0.430 390 0.060 0.380 0.690
Â= (sunset) 226 0.030 0.380 0.590 407 0.010 0.270 0.530
�Æ (moon) 598 0.000 0.360 0.930 1,608 0.030 0.320 0.350
—⌧ (dark night) 1,189 0.030 0.140 0.510 279 0.030 0.030 0.010

Total/Avg. P@100 9,865 0.017 0.239 0.533 12,199 0.037 0.186 0.201

Table 7: Performance evaluated by ConceptNet

|W | = 10 P@10 Diversity@10 P@100 Diversity@100

�ery # words in ConceptNet KBR ICE (exp-3) KBR ICE (exp-3) KBR ICE (exp-3) KBR ICE (exp-3)

�} (dusk) 11 0.00 0.20 0.00 0.00 0.25 0.08 0.00 0.75
?ì (room) 39 0.60 0.10 0.00 0.00 0.36 0.16 0.00 0.69
Â˙ (sunrise) 17 0.40 1.00 0.00 0.70 0.30 0.24 0.00 0.75
±✓ (garden) 33 0.30 0.10 0.00 0.00 0.34 0.08 0.00 0.50
—⌧ (dark night) 17 0.50 1.00 0.00 0.00 0.50 0.57 0.00 0.68

Average 23.4 0.36 0.48 0.00 0.14 0.35 0.23 0.00 0.67

that, in this task, the songs containing the query word only do not
consider as relevant songs. �en, we use the following measure to
assess the diversity of the retrieved songs:

Diversity@n =
|R \ Sk |
|R | , (9)

where R denotes the set of relevant songs and Sk denotes the set
of songs containing the given keyword k , from the retrieved n
songs. Observing from the table, the proposed ICE outperforms
the KBR method for the top 10 retrieval results, although the KBR
method is naturally easy to achieve high precision in this task;
that is because all songs retrieved by this method contain the given
query word. Although the proposed ICEmethod cannot outperform
the KBR method in terms of precision@100, our method provides
more diverse retrieved results than the KBR approach does; that
is, our ICE approach can retrieve the songs relevant in terms of
similar concepts without resorting to keyword-matching, which is
intractable for the classic KBR approach.

3.4 Case Study
�is section provides several interesting case studies to demonstrate
the capability of the proposed ICE in managing tasks which involve

Table 8: An example for movie-to-word retrieval

�ery movie: Toy Story, 1995
(Animation, Adventure, Comedy)

BPT ICE (exp-5)

manias andy
entraineuse gave
taddeo give
anuelo sid
portico tabbed
bep robertson
meanness Named
zanchi stu�ed animals
sarti toys
ra�n Toys

both homogeneous and heterogeneous entities. First, Table 8 gives
an example for a movie-to-word retrieval task, in which the top
10 cosine-similar words in the given movie, Toy Story (1995), are
listed. As demonstrated in the table, while using the embeddings
learned on BPT produces words unrelated to the given movie, our
method provides much more reasonable results; for example, Andy
is a major character and Sid is the main antagonist in the Toy Story.

Context types
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Diverse and relevant by ConceptNet

Human-labeled semantic knowledge graph
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Table 6: Performance comparison on the 15 keywords

|W | = 10 Keyword Concept-similar word

P@100 P@100

�ery # keyword songs BPT AVGEMB ICE (exp-3) # concept-similar songs BPT AVGEMB ICE (exp-3)

M
oo

d

1= (lost) 516 0.000 0.160 0.470 403 0.030 0.120 0.050
√€ (heartache) 824 0.050 0.080 0.250 4,075 0.170 0.500 0.610
Ûı (pining) 1,729 0.050 0.250 0.700 1,176 0.080 0.180 0.060
Ò� (a�ectionate) 380 0.000 0.090 0.550 442 0.020 0.110 0.250
„N (sad) 1678 0.040 0.200 0.530 1,781 0.080 0.320 0.070

Lo
ca
tio

n

fi∂ (home) 934 0.040 0.310 0.900 1,190 0.020 0.340 0.160
?ì (room) 610 0.000 0.420 0.510 28 0.000 0.010 0.060
wä (seaside) 264 0.000 0.230 0.360 91 0.000 0.070 0.080
k  (train) 151 0.010 0.330 0.510 20 0.000 0.040 0.020
±✓ (garden) 139 0.000 0.160 0.390 2 0.000 0.000 0.000

Ti
m
e

�} (dusk) 387 0.010 0.180 0.360 307 0.020 0.100 0.070
Â˙ (sunrise) 240 0.000 0.290 0.430 390 0.060 0.380 0.690
Â= (sunset) 226 0.030 0.380 0.590 407 0.010 0.270 0.530
�Æ (moon) 598 0.000 0.360 0.930 1,608 0.030 0.320 0.350
—⌧ (dark night) 1,189 0.030 0.140 0.510 279 0.030 0.030 0.010

Total/Avg. P@100 9,865 0.017 0.239 0.533 12,199 0.037 0.186 0.201

Table 7: Performance evaluated by ConceptNet

|W | = 10 P@10 Diversity@10 P@100 Diversity@100

�ery # words in ConceptNet KBR ICE (exp-3) KBR ICE (exp-3) KBR ICE (exp-3) KBR ICE (exp-3)

�} (dusk) 11 0.00 0.20 0.00 0.00 0.25 0.08 0.00 0.75
?ì (room) 39 0.60 0.10 0.00 0.00 0.36 0.16 0.00 0.69
Â˙ (sunrise) 17 0.40 1.00 0.00 0.70 0.30 0.24 0.00 0.75
±✓ (garden) 33 0.30 0.10 0.00 0.00 0.34 0.08 0.00 0.50
—⌧ (dark night) 17 0.50 1.00 0.00 0.00 0.50 0.57 0.00 0.68

Average 23.4 0.36 0.48 0.00 0.14 0.35 0.23 0.00 0.67

that, in this task, the songs containing the query word only do not
consider as relevant songs. �en, we use the following measure to
assess the diversity of the retrieved songs:

Diversity@n =
|R \ Sk |
|R | , (9)

where R denotes the set of relevant songs and Sk denotes the set
of songs containing the given keyword k , from the retrieved n
songs. Observing from the table, the proposed ICE outperforms
the KBR method for the top 10 retrieval results, although the KBR
method is naturally easy to achieve high precision in this task;
that is because all songs retrieved by this method contain the given
query word. Although the proposed ICEmethod cannot outperform
the KBR method in terms of precision@100, our method provides
more diverse retrieved results than the KBR approach does; that
is, our ICE approach can retrieve the songs relevant in terms of
similar concepts without resorting to keyword-matching, which is
intractable for the classic KBR approach.

3.4 Case Study
�is section provides several interesting case studies to demonstrate
the capability of the proposed ICE in managing tasks which involve

Table 8: An example for movie-to-word retrieval

�ery movie: Toy Story, 1995
(Animation, Adventure, Comedy)

BPT ICE (exp-5)

manias andy
entraineuse gave
taddeo give
anuelo sid
portico tabbed
bep robertson
meanness Named
zanchi stu�ed animals
sarti toys
ra�n Toys

both homogeneous and heterogeneous entities. First, Table 8 gives
an example for a movie-to-word retrieval task, in which the top
10 cosine-similar words in the given movie, Toy Story (1995), are
listed. As demonstrated in the table, while using the embeddings
learned on BPT produces words unrelated to the given movie, our
method provides much more reasonable results; for example, Andy
is a major character and Sid is the main antagonist in the Toy Story.

• Songs retrieved using ICE word embeddings have high diversity and relevance by 
human standard. 
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Table 7: Performance evaluated by ConceptNet
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�ery # words in ConceptNet KBR ICE (exp-3) KBR ICE (exp-3) KBR ICE (exp-3) KBR ICE (exp-3)

�} (dusk) 11 0.00 0.20 0.00 0.00 0.25 0.08 0.00 0.75
?ì (room) 39 0.60 0.10 0.00 0.00 0.36 0.16 0.00 0.69
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that, in this task, the songs containing the query word only do not
consider as relevant songs. �en, we use the following measure to
assess the diversity of the retrieved songs:

Diversity@n =
|R \ Sk |
|R | , (9)

where R denotes the set of relevant songs and Sk denotes the set
of songs containing the given keyword k , from the retrieved n
songs. Observing from the table, the proposed ICE outperforms
the KBR method for the top 10 retrieval results, although the KBR
method is naturally easy to achieve high precision in this task;
that is because all songs retrieved by this method contain the given
query word. Although the proposed ICEmethod cannot outperform
the KBR method in terms of precision@100, our method provides
more diverse retrieved results than the KBR approach does; that
is, our ICE approach can retrieve the songs relevant in terms of
similar concepts without resorting to keyword-matching, which is
intractable for the classic KBR approach.

3.4 Case Study
�is section provides several interesting case studies to demonstrate
the capability of the proposed ICE in managing tasks which involve

Table 8: An example for movie-to-word retrieval

�ery movie: Toy Story, 1995
(Animation, Adventure, Comedy)

BPT ICE (exp-5)

manias andy
entraineuse gave
taddeo give
anuelo sid
portico tabbed
bep robertson
meanness Named
zanchi stu�ed animals
sarti toys
ra�n Toys

both homogeneous and heterogeneous entities. First, Table 8 gives
an example for a movie-to-word retrieval task, in which the top
10 cosine-similar words in the given movie, Toy Story (1995), are
listed. As demonstrated in the table, while using the embeddings
learned on BPT produces words unrelated to the given movie, our
method provides much more reasonable results; for example, Andy
is a major character and Sid is the main antagonist in the Toy Story.

Protagonist

Antagonist

Generic toys
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Table 9: An example for movie-to-movie retrieval

Movie query: �e Avengers, 2012 (Action, Adventure, Sci-Fi)

BPT ICE (exp-5)

Justice League: War, 2014 (Animation, Action, Adventure) Justice League: War, 2014 (Animation, Action, Adventure)
Lego DC Comics Super Heroes, 2015 (Animation, Action, Adventure) A Cosmic Christmas, 1977 (Animation, Short, Sci-Fi)
Falling Skies, 2011-2015 (Action, Adventure, Drama) Howard the Duck, 1986 (Action, Adventure, Comedy)
Marvel Super Hero Adventures: Frost Fight!, 2015 (Animation) Hellboy II:�e Golden Army, 2008 (Action, Adventure, Fantasy)
Doctor Mordrid, 1992 (Action, Fantasy, Horror) �e War in Space, 1977 (Action, Adventure, Sci-Fi)

Table 10: An example for word-to-movie retrieval

Word query: alien

BPT ICE (exp-5)

�e Blue Lagoon, 1949 (Adventure, Drama, Romance) Coneheads, 1993 (Comedy, Sci-Fi)
Turner & Hooch, 1989 (Comedy, Crime, Drama) Without Warning, 1980 (Sci-Fi, Horror)
Only the Young, 2012 (Documentary, Comedy, Romance) �ey Came from Beyond Space, 1967 (Adventure, Sci-Fi)
Brute Force, 1947 (Crime, Drama, Film-Noir) Ba�le of the Stars, 1978 (Sci-Fi)
Home, 2015 (Animation, Adventure, Comedy) Howard the Duck, 1986 (Action, Adventure, Comedy)

Table 9 tabulates the top 5 retrieved movies given the movie,�e
Avengers (2012), as the query, which again demonstrates the fact
that both BPT and ICE are e�ective for homogeneous retrieval.
Finally, we use the word alien to search for the relevant movies
(see Table 10). Clearly, the BPT approach fails on this task because
of retrieving irrelevant movies in terms of genre, whereas 4, if not
all, of the top 5 movies retrieved by the proposed ICE are highly
correlated Sci-Fi movies.

4 CONCLUSION
�is paper presents a novel item concept embedding approach
called the “ICE,” which aims to model item concepts via textual
information. In this approach, we provide a generalized network
construction method to build a network involving heterogeneous
nodes and a mixture of both homogeneous and heterogeneous rela-
tions. We then leverage the concept of neighborhood proximity to
learn the embeddings of both items and words. With the proposed
carefully designed ICE networks, the resulting embedding facilitates
both homogeneous and heterogeneous retrieval, including item-to-
item and word-to-item search tasks. Experiments on two real-world
datasets show that ICE encodes useful textual information and thus
outperforms traditional methods in various item classi�cation and
retrieval tasks. In the future, we plan to investigate how to inte-
grate the proposed ICE method into the recommender systems to
advance contextual recommendation tasks.
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Conclusions

1. Propose the ICE framework, which models item concepts using 
textual information.

2. Propose a generalized network construction method based on 
matrix operations.

3. Leverage neighborhood proximity to learn embeddings capable to 
be used in both homogeneous and heterogeneous tasks.

4. Resulted embeddings can be used to retrieve conceptually diverse 
an relevant items.

35

Introduction                Methodology                Experiments                Conclusions



SIGIR ’17                                                                                                                                                       CFDA&CLIP Labs

Release: ICE API and dataset

• ICE API:

• Repo: https://github.com/cnclabs/ICE

• Demo: https://cnclabs.github.io/ICE/ 

• IMDB dataset:

• MovieLens 10/2016 Full dataset.

• 36,586 movies with plot descriptions and genres.  

• Special thanks to Chen Chih-Ming for his help to the development 
of the API.
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Diversity  Measure

• An item is considered diverse if and only if it contains at least one 
expanded concept words: 
 
 
 
 
where     denotes the set of relevant songs and       denotes the set 
of songs containing the given keyword     , from the     retrieved 
songs.
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Table 6: Performance comparison on the 15 keywords

|W | = 10 Keyword Concept-similar word

P@100 P@100

�ery # keyword songs BPT AVGEMB ICE (exp-3) # concept-similar songs BPT AVGEMB ICE (exp-3)

M
oo

d

1= (lost) 516 0.000 0.160 0.470 403 0.030 0.120 0.050
√€ (heartache) 824 0.050 0.080 0.250 4,075 0.170 0.500 0.610
Ûı (pining) 1,729 0.050 0.250 0.700 1,176 0.080 0.180 0.060
Ò� (a�ectionate) 380 0.000 0.090 0.550 442 0.020 0.110 0.250
„N (sad) 1678 0.040 0.200 0.530 1,781 0.080 0.320 0.070

Lo
ca
tio

n

fi∂ (home) 934 0.040 0.310 0.900 1,190 0.020 0.340 0.160
?ì (room) 610 0.000 0.420 0.510 28 0.000 0.010 0.060
wä (seaside) 264 0.000 0.230 0.360 91 0.000 0.070 0.080
k  (train) 151 0.010 0.330 0.510 20 0.000 0.040 0.020
±✓ (garden) 139 0.000 0.160 0.390 2 0.000 0.000 0.000

Ti
m
e

�} (dusk) 387 0.010 0.180 0.360 307 0.020 0.100 0.070
Â˙ (sunrise) 240 0.000 0.290 0.430 390 0.060 0.380 0.690
Â= (sunset) 226 0.030 0.380 0.590 407 0.010 0.270 0.530
�Æ (moon) 598 0.000 0.360 0.930 1,608 0.030 0.320 0.350
—⌧ (dark night) 1,189 0.030 0.140 0.510 279 0.030 0.030 0.010

Total/Avg. P@100 9,865 0.017 0.239 0.533 12,199 0.037 0.186 0.201

Table 7: Performance evaluated by ConceptNet

|W | = 10 P@10 Diversity@10 P@100 Diversity@100

�ery # words in ConceptNet KBR ICE (exp-3) KBR ICE (exp-3) KBR ICE (exp-3) KBR ICE (exp-3)

�} (dusk) 11 0.00 0.20 0.00 0.00 0.25 0.08 0.00 0.75
?ì (room) 39 0.60 0.10 0.00 0.00 0.36 0.16 0.00 0.69
Â˙ (sunrise) 17 0.40 1.00 0.00 0.70 0.30 0.24 0.00 0.75
±✓ (garden) 33 0.30 0.10 0.00 0.00 0.34 0.08 0.00 0.50
—⌧ (dark night) 17 0.50 1.00 0.00 0.00 0.50 0.57 0.00 0.68

Average 23.4 0.36 0.48 0.00 0.14 0.35 0.23 0.00 0.67

that, in this task, the songs containing the query word only are not
considered as relevant songs. �en, we use the following measure
to assess the diversity of the retrieved songs:

Diversity@n =
|R \ Sk |
|R | , (9)

where R denotes the set of relevant songs and Sk denotes the set
of songs containing the given keyword k , from the retrieved n
songs. Observing from the table, the proposed ICE outperforms
the KBR method for the top 10 retrieval results, although the KBR
method is naturally easy to achieve high precision in this task;
that is because all songs retrieved by this method contain the given
query word. Although the proposed ICEmethod cannot outperform
the KBR method in terms of precision@100, our method provides
more diverse retrieved results than the KBR approach does; that
is, our ICE approach can retrieve the songs relevant in terms of
similar concepts without resorting to keyword-matching, which is
intractable for the classic KBR approach.

3.4 Case Study
�is section provides several interesting case studies to demonstrate
the capability of the proposed ICE in managing tasks which involve

Table 8: An example for movie-to-word retrieval

�ery movie: Toy Story, 1995
(Animation, Adventure, Comedy)

BPT ICE (exp-5)

manias andy
entraineuse gave
taddeo give
anuelo sid
portico tabbed
bep robertson
meanness Named
zanchi stu�ed animals
sarti toys
ra�n Toys

both homogeneous and heterogeneous entities. First, Table 8 gives
an example for a movie-to-word retrieval task, in which the top
10 cosine-similar words in the given movie, Toy Story (1995), are
listed. As demonstrated in the table, while using the embeddings
learned on BPT produces words unrelated to the given movie, our
method provides much more reasonable results; for example, Andy
is a major character and Sid is the main antagonist in the Toy Story.
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that, in this task, the songs containing the query word only are not
considered as relevant songs. �en, we use the following measure
to assess the diversity of the retrieved songs:
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where R denotes the set of relevant songs and Sk denotes the set
of songs containing the given keyword k , from the retrieved n
songs. Observing from the table, the proposed ICE outperforms
the KBR method for the top 10 retrieval results, although the KBR
method is naturally easy to achieve high precision in this task;
that is because all songs retrieved by this method contain the given
query word. Although the proposed ICEmethod cannot outperform
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learned on BPT produces words unrelated to the given movie, our
method provides much more reasonable results; for example, Andy
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±✓ (garden) 139 0.000 0.160 0.390 2 0.000 0.000 0.000

Ti
m
e

�} (dusk) 387 0.010 0.180 0.360 307 0.020 0.100 0.070
Â˙ (sunrise) 240 0.000 0.290 0.430 390 0.060 0.380 0.690
Â= (sunset) 226 0.030 0.380 0.590 407 0.010 0.270 0.530
�Æ (moon) 598 0.000 0.360 0.930 1,608 0.030 0.320 0.350
—⌧ (dark night) 1,189 0.030 0.140 0.510 279 0.030 0.030 0.010

Total/Avg. P@100 9,865 0.017 0.239 0.533 12,199 0.037 0.186 0.201

Table 7: Performance evaluated by ConceptNet

|W | = 10 P@10 Diversity@10 P@100 Diversity@100

�ery # words in ConceptNet KBR ICE (exp-3) KBR ICE (exp-3) KBR ICE (exp-3) KBR ICE (exp-3)

�} (dusk) 11 0.00 0.20 0.00 0.00 0.25 0.08 0.00 0.75
?ì (room) 39 0.60 0.10 0.00 0.00 0.36 0.16 0.00 0.69
Â˙ (sunrise) 17 0.40 1.00 0.00 0.70 0.30 0.24 0.00 0.75
±✓ (garden) 33 0.30 0.10 0.00 0.00 0.34 0.08 0.00 0.50
—⌧ (dark night) 17 0.50 1.00 0.00 0.00 0.50 0.57 0.00 0.68

Average 23.4 0.36 0.48 0.00 0.14 0.35 0.23 0.00 0.67

that, in this task, the songs containing the query word only are not
considered as relevant songs. �en, we use the following measure
to assess the diversity of the retrieved songs:

Diversity@n =
|R \ Sk |
|R | , (9)

where R denotes the set of relevant songs and Sk denotes the set
of songs containing the given keyword k , from the retrieved n
songs. Observing from the table, the proposed ICE outperforms
the KBR method for the top 10 retrieval results, although the KBR
method is naturally easy to achieve high precision in this task;
that is because all songs retrieved by this method contain the given
query word. Although the proposed ICEmethod cannot outperform
the KBR method in terms of precision@100, our method provides
more diverse retrieved results than the KBR approach does; that
is, our ICE approach can retrieve the songs relevant in terms of
similar concepts without resorting to keyword-matching, which is
intractable for the classic KBR approach.

3.4 Case Study
�is section provides several interesting case studies to demonstrate
the capability of the proposed ICE in managing tasks which involve

Table 8: An example for movie-to-word retrieval

�ery movie: Toy Story, 1995
(Animation, Adventure, Comedy)

BPT ICE (exp-5)

manias andy
entraineuse gave
taddeo give
anuelo sid
portico tabbed
bep robertson
meanness Named
zanchi stu�ed animals
sarti toys
ra�n Toys

both homogeneous and heterogeneous entities. First, Table 8 gives
an example for a movie-to-word retrieval task, in which the top
10 cosine-similar words in the given movie, Toy Story (1995), are
listed. As demonstrated in the table, while using the embeddings
learned on BPT produces words unrelated to the given movie, our
method provides much more reasonable results; for example, Andy
is a major character and Sid is the main antagonist in the Toy Story.
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