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OUTLINE

T WO T H R E E F O U RON E

Motivat ion Analys i s Method Conclus ion



Motivation



Motivat ion
• We want to leverage two important features, temporal 

information and high-order graph relations, at the same time for 
recommendation task.

• However, the sequential models and GCN-based recommenders 
could be time-consuming or suffer from data sparsity issue.

• Therefore, we propose LSTPR, which explicitly distinguishes long-
term and short-term user preferences and enriches the sparse 
interactions via random surfing on the user-item graph.



Analysis



Analys is
• We aim to answer the following questions with 

quantitative analyses:
• Do short-term preferences really exist?
• If so, can short-term preferences help predict user's future 

behaviors?



Analys is  - 1
• Firstly, we represent items by the column vectors on the 

user-item matrix.
• Then, we sort each user's behavior logs in the training period 

with temporal order.

Ref: https://www.imdb.com/whats-on-tv/?ref_=nv_tv_ontv

https://www.imdb.com/whats-on-tv/?ref_=nv_tv_ontv&fbclid=IwAR1Nydqd60Gb7OjkUoJQBPO1Y1wCxhvB2C6c0ZkTiTla-G6LNcR1gqmH4R8


Analys is  - 1
• There are three kinds of preferences for every user, which are 

represented as normalized sum of item vectors:
• Long-term: all interacted items
• Short-term: last n items
• Random: random n items

• From n=1 to n=15, we calculate every user's Kullback-Leibler 
Divergence (KLD) between Short-term preference and Long-
term preference and Random preference and Long-
term preference.
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Analys is  - 1
• Calculate the average of all user's KLDs
• Plot Avg. KLDs vs. n



Analys is  - 1



Analys is  - 2
• After confirming that short-term preferences exist, we want 

to find a best n for predicting user's future behavior.
• Firstly, we sort each user's behavior logs in the training 

period with temporal order.
• Then, for each user, we split the item set in to a new training 

set Tu (80%) and a validation set Vu (20%), and represent 
items by the column vectors on the user-item table.



Analys is  - 2
• There are two kinds of preferences for every user, which are 

represented as normalized sum of item vectors:
• Future: all items in Vu

• Short-term: last n items in Tu

• From n=1 to n=15, we calculate every user's Kullback-Leibler
Divergence (KLD) between Short-term preference and Future 
preference.

1 2 3

4 5



Analys is  - 2
• Calculate the average of all user's KLDs
• Plot Avg. KLDs vs. n



Analys is  - 2



Method



Method
• Sort the user-item interactions with temporal order
• Select a suitable n (5, 10, and 15 are used in our experiments)
• Generate two kinds of user nodes



Method
• Build the user-item bipartite graph
• Optimize the embeddings by the modified loss function and 

k-order sampling probability

Ref: https://dl.acm.org/doi/10.1145/3240323.3240381

https://dl.acm.org/doi/10.1145/3240323.3240381
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Method
• Build the user-item bipartite graph
• Optimize the embeddings by the modified loss function and 

k-order sampling probability

Ref: https://dl.acm.org/doi/10.1145/3240323.3240381

Long short-term
preferences

Graph
Factorization

https://dl.acm.org/doi/10.1145/3240323.3240381


Method
• After training the model, calculate the dot product of short-

term user embedding and item embedding to make top-N 
recommendation



Conclusion



Conclus ion
• Short-term preferences do exist, but they are not always 

beneficial to recommendation performances.
• Based on the analyses, we propose LSTPR, which efficiently 

and effectively leverages long-short term preferences and 
high-order graph information at the same time.

• LSTPR outperforms seven strong baselines with a significant 
margin on the three datasets.



Thanks for  l i s tening!

If you have any question, please feel free to contact us!
Github: https://github.com/cnclabs/codes.lstp.rec

Chih-Hen Lee: ch.lee@citi.sinica.edu.tw
Jun-En Ding: ding1119@citi.sinica.edu.tw

Chih-Ming Chen: 104761501@nccu.edu.tw


